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Mapping of sp2/sp3 in DLC 
Thin Film by Signal Processed
ESI series Energy Loss Image

Introduction
In the recent years, many techniques for

electron energy loss spectrometry (EELS) were
proposed to make EELS not only determine the
composition of specimen but also analyze the
chemical bonding and local electronic structure
at sub-nanometer resolution [1-4]. Two kinds
of method have been established to acquire the
2-D spectroscopic information. The first tech-
nique is called spectrum-image proposed by
Jeanguillaume & Colliex in 1989 [3]. The other
method is called electron spectroscopic imag-
ing (ESI) or image-spectroscopy which was
proposed by Jeanguillaume in 1978 [5] and
comprehensively summarized by Reimer in
1995[6]. The ESI method was further devel-
oped by many scientists [7-10], which
involves building up 2-D spectra from a series
of energy loss image at specific area.

These two methods have their own superior-
ities in terms of acquisition time, spatial resolu-
tion and energy resolution. The fundamental
difference of these two spectra techniques is
that the spectrum-image technique acquires
EELS spectrum discretely in the spatial space,
while the ESI technique obtains energy loss
images discontinuously in the energy space.
Neglecting the delocalization effect, the spatial

resolution of the spectrum-image depends on
the electron probe size and the sampling spac-
ing. For a fixed area, better spatial resolution
can be achieved with a finer electron beam and
finer sampling spacing by compromising  total
acquisition time. Until now, the best acquisition
time for a 128�64 spectra image (~40�10 nm)
with beam size 3Å in low loss region is about
140 seconds [11]. The acquiring time of the
ESI technique is dependent on the width of
energy window used to collect the energy loss
image series. Generally, the typical acquisition
time for ESI technique across 100eV in the
core loss region is about 100 to 300 seconds
with size of 512�512 (~150�150 nm) pixels
and a pixel resolution of about 2.5Å. 

Generally, ESI method has shorter total
acquisition time for wide area with equivalent
pixel resolution compared with the focused
beam image-spectrum technique [7]. However,
these advantages accompany two drawbacks.
Generally, energy resolution of spectrum-
image is about 0.3eV to 1eV while the energy
resolution of extracted ESI spectrum is decided
on width of selective energy slit which is typi-
cally about 3eV to 20eV [7]. The extracted ESI
spectrum is actually a convoluted version of
original spectrum, since the integrated intensity
within the energy window is used to present
intensity of one pixel in the ESI spectrum.
Secondly, the extracted ESI spectra are sam-
pled discretely in energy space, such that the
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A set of signal processing methods consists of FFT interpolation, maximum
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dispersion of ESI spectra is usually low. These
two drawbacks can be overcome using maxi-
mum entropy de-convolution method and FFT
interpolation, respectively [12].

Due to lower signal to noise ratio in the core
loss region than in the low loss region, applica-
tion of ESI technique in the core loss region is
more difficult. For the core loss analysis, noise
is an important component in the spectrum
because it always mixes with the real signal in
the raw spectrum and it cannot be identified
directly. In a FEG/EELS system, the high fre-
quency noise may be caused by instability of
the electron source and recording CCD system
[13], while the low frequency may contribute
from the plural scattering which can be
removed using Fourier-log method [10,14].

The presence of the high frequency noise in the
spectrum will limit de-convolution process to
remove the pulsar scattering and convolution
effect from finite energy slit, since the de-con-
volution process not only improves the signal
but also enhances the noise. De-noise process
is, therefore very important for reconstructing
quantifiable spectra in the core loss region.  

There are several methods to reduce noise in
the signal. Random noise can be minimized by
spatial averaging technique, but slightly
degrading energy resolution. For a periodic
object used for high resolution TEM imaging,
for example, Fourier filter is usually applied to
remove the noise, but the artificial signal may
be added or the signal is distorted in the edge of
spectrum, especially, for a small size of filter

window. All of these filters involve transferring
the data to the reciprocal space (frequency
domain) and removing the noise from the spe-
cific frequencies. When using these methods,
the basic assumption is that the noise localized
in particular frequency domains. However, this
assumption is not convenient for EELS spec-
trum because the noise may be randomly
mixed with the signal in any frequency space.
The above mentioned methods may be not suit-
able for EELS spectrum. 

Daubechies and Mallat [15, 16] introduced
wavelet transformation, which allows decom-
posing of low frequency signal and high fre-
quency noise. Muto [17] applied wavelet trans-
formation technique to separate efficiently the
high frequency noise and low frequency signal
which was further introduced for EXELFS
analysis without distorting the original signal
component. In this article, technique of wavelet
transformation is integrated with fast Fourier
transformation (FFT) interpolation and maxi-
mum entropy de-convolution to restore the
quality of the extracted EEL-spectra of C K-
edge from a series of ESI images of DLC thin
film, so that a two dimensional sp3/sp2 ratio
map can be possibly analyzed and quantified.
A flow chart of signal processing procedures
for reconstructing ESI spectra is depicted in the
Fig. 1. The detail theory and formulation can
be found in our publication [18].

Reconstruction of sp2/sp3

map from ESI series
Figure 2 shows a bright field image of three

layers of amorphous diamond like carbon (a-
DLC) films which are separated by the Cr lay-
ers. The thicknesses of the a-DLC film and Cr
layer are 5 nm and 2 nm, respectively. The
morphology of a-DLC layers is seemed smooth
and uniform. The ESI series from the energy
range of 240 eV to 340 eV were recorded from
the same area shown in Fig. 2. The sampling
width and the energy width are 2 and 4 eV
respectively. The C K-edge has two peaks
which corresponds to �* and �* transition
local at the 284 eV and 290 eV, respectively.
Although the separation of �* (sp2) and �*
(sp3) edges is 6eV, the signal of �* and �* is
still faintly visible. Nevertheless, it is necessary
to interpolate the as-extracted spectrum to have
a better dispersion in order to obtain better
result in the latter de-convolution procedure. 

The FFT interpolation is a universal interpo-
lation method which is model independent [12,
18] and very useful for re-sampling for ESI
spectra in the core loss region, since the charac-
teristic edges may have no simple mathemati-
cal relationship. After the ESI spectra re-sam-
pling with the FFT interpolation method, the
maximum entropy and Fourier ratio de-convo-
lution were employed to remove the convolu-
tion effect from the selective energy slit and
specimen thickness. Then, the de-noise proce-
dure, wavelet transformation, was processed to
remove the noise which was enhanced by the
de-convolution procedures and is shown in Fig.
3. 

Fig. 3(a) is the “approximation” component
(low frequency component) of a completely
processed ESI spectrum under different level
(frequency) of wavelet decomposition. Fig.
3(b) shows the corresponding “detail” compo-

Fig. 1. A flow chart of signal processing procedures for reconstructing ESI spectra
and quantify sp2/sp3 ratio.  

Fig. 2. A bright field image of three layers of amorphous diamond like carbon (a-
DLC) films (white contrast) which are separated by the Cr layers (darker
contrast). The thickness of a-DLC and Cr layer are 5nm and 2nm, respec-
tively.
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nent (noise, the higher frequency component)
of the processed ESI spectrum. The “detail”
component corresponds to the amount of
removed noise froma the original signal. The
criterion of the best level for wavelet transfor-
mation is given in our publication [18]. The
spectrum marked lv2 is best choice in this case
due to the fact that it keeps 99.6% of the main
characteristic information of the original spec-
trum without distortion. Comparison among
original ESI spectrum, improved ESI spectrum
(signal-processed) and probe spectrum which
acquired at the same position is shown in the
Fig. 3(c). Fig. 3(c) suggests that the improved
ESI spectrum has almost the same quality with
that of the probe spectrum even in the ELNES

Fig. 3. (a) The “approximation” component of a completely processed ESI spectrum under different level of wavelet decomposition. 
(b) shows the corresponding “detail” component of the processed ESI spectrum.
(c) Comparing the original ESI spectrum, improved ESI spectrum and probe acquired spectrum at the same position. 

region. Although, there is minor difference in
the intensity between probe-acquired and the
processed ESI spectrum in the higher energy
loss region, it can be due to the fact that they
are obtained from area of different thickness
and with different convergent angle. After
reconstructing the ESI spectra, the quantifica-
tion of sp2/sp3 ration of carbon k edge spectrum
can be calculated. The quantification of sp2/sp3

ratio method was developed by many scientists
[19-23] in the last ten years. In this experiment,
the EELS spectrum acquired from poly-
graphite with magic angle [23, 24] is used as
standard to quantify the sp2 fraction in the DLC
thin film. The Gaussian distribution model is
employed to fitting the content of �*and �*

bonding. After calculating the ratio of the �*
and �* bonding from the reconstructed spectra
(512�512 pixels), a two-dimensional sp2 frac-
tion distribution map is shown in Fig. 4. The
variation of sp2 fraction is from 15 to 80%. It is
evident that ESI image contains more extra
information than a bright field TEM image. It
is found that the middle of DLC film contains
higher sp3 fraction, while lower sp3 fraction
usually observed in the Cr/a-carbon interface.
The thickness in the low sp2 region is estimated
to be about 0.5 to 1 nm in width. This may be
due to preferential nucleation and catalytic
growth of the graphite-like structure in the 
C/Cr interface in the beginning of sputtering
process [22]. The sp2 bonding in amorphous

Approximation Detail

(a)

(c)

(b)
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DLC film could convert to sp3 bonding or it
may be etched away in the later processes by
introduction of energetic ions and hydrogen
gas. The compress stress could further build up
in the later stage of DLC film growth which is
also an important factor to promote a transition
of sp2 to sp3 [23]. This is consistent with previ-
ous reports that the most of a-DLC layer has
high sp3 fraction [21-23]. As soon as the sput-
tering process stops, the surface carbon atoms
have the dangling bond which has higher sur-
face energy. For reducing the surface energy,
the dangling bond may convert back to charac-
ter of sp2 bond. 

Fig. 4. sp2/sp3 map from the same area of Fig. 2. The height is proportional to the ratio of
sp2/sp3. This map is projected to be a 2-dimensional contour which is displayed on
the top of map. The ratio of sp2/sp3 is shown in terms of grey color in the contour
map.

Conclusion 
A set of signal processing methods consists

of FFT interpolation, maximum entropy de-
convolution and wavelet transformation has
been successfully integrated to improve the
equality of the extracted spectrum from ESI
series. The processed ESI spectra have quality
as good as those of a probe-acquired and it
even matches with the main characters of near
edge fine structure of a C K-edge. This inte-
grated method has been used to semi-quantita-
tively analyze the sp3/sp2 ratio in DLC thin film
which acts as a protection layer for the hard
disk. This method is applicable to record good
quality of 2-dimensional core loss EELS spec-

tra with good spatial resolution, so that elec-
tronic structure of materials can possibly be
analyzed quantitatively with spatial resolution
of near nanometer scale. 
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Introduction

Gold has been known as one of the most
chemically stable elements from the earliest
time. The properties of gold are well-known in
bulk, but tend to change at nanometer size.
Gold catalyst is a typical case. Catalytic
properties of gold catalysts depend on the size
of gold particles supported on certain oxides, in
particular the particle diameter. Gold shows
high activity as a catalyst when the particle size
decreases down to 5–10 nm [1], although it is
inert in bulk. The catalytic property becomes
more active, as the size is <5 nm [1].
Furthermore, it is reported that characteristics
change suddenly to exhibit platinum-like
behavior when the mean diameter is <2 nm [1].

With regard to the microstructure of metal
catalysts supported on oxides, the particle size
distribution has been investigated using only
high-resolution electron microscopy (HREM)
[2] up to now. However, many problems must
be overcome in order to elucidate the
relationship between the catalytic mechanism
and the atomic and electronic structure. When
the contact angle at the interface between the
particle and the support varies without a change
of the particle size, both the perimeter which is
considered to be one of the important reaction
sites [1], and the area of the interface change.
Hence it is necessary to reconsider the
parameter of “particle size” on the basis of the

three-dimensional (3-D) nanostructure in the
vicinity of the interface.

When a potential exists in the path of an
electron beam, the phase of the electron wave
varies in proportion to the distance of the
potential that the beam passes through. With a
specimen without an electric or a magnetic
field, the electron wave is affected by the mean
inner potential, i.e. the thickness of the
specimen. The conventional transmission
electron microscopy (TEM) methods use only
the information on the amplitude component of
an electron beam, and mostly neglect the
information on the phase change by the mean
inner potential. However, the phase shift can be
recorded in a hologram by electron holography
and the phase image reconstructed using the
interference of the electron wave. This provides
the thickness information that is difficult to
obtain using the HREM technique. Thus 3-D
nanostructural information can be obtained at
atomic scale combing electron holography and
HREM. 

In this paper we report on the size
dependence of the particle morphology and the
mean inner potential of the gold catalyst
supported on TiO2 powder, using electron
holography and HREM.

Experiment

A powder of Au/TiO2 catalyst was prepared
using the deposition precipitation (DP) method
[3] from an aqueous solution of HAuCl4 and
TiO2 powder P-25 that consisted of 25% rutile
and 75% anatase. The weight ratio of gold was
1 wt %. With highly dispersed gold particles,

the powder of Au/TiO2 support was calcined in
air at 473 K or 673 K for 1 h. The Au/TiO2

powder was then dispersed in ethanol, and
supported on a copper micro-grid mesh. After
the drying process, the specimen was ready for
observation.

Holograms and HREM images were
acquired using a JEOL JEM-3000F with
Schottky field emission gun operated at 300 kV
and a JEOL EM-30170 biprism unit. The
biprism voltage was 130–150 V, which give
fringes at 0.85–1.0 nm intervals at
magnifications of �600 K to �1 M. The phase
images were digitally reconstructed from
obtained holograms using JEOL HIPS
software.

Results

The mean diameter of gold particles in
Au/TiO2 catalyst calcined at 473 K and 673 K
was 2.6 nm and 4.2 nm respectively [2]. The
results of observing two typical gold particles,
one a large particle with a diameter ~5 nm
(calcined at 673 K) and the other a small
particle with a diameter <2 nm (calcined at 473
K), are described below.

The images of the 5 nm gold particle
supported on TiO2 are shown in Fig. 1. The
incident beam direction was the <110> zone
axis. Figure 1(a) is a HREM image, and Fig.
1(b) is the reconstructed phase image amplified
30 times then superimposed on the HREM
image. Contour lines that indicate equal
thickness appear across the particle. Since the
thickest part of the gold particle is surrounded
by a center contour line that is typical to an
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Fig. 1. The HREM image (a) and the phase image (b) reconstructed from the hologram of the Au/TiO2 catalyst with a size ~5
nm. The phase image (b) was amplified �30 and overlapped on the HREM image (a). (c) shows a 3-D wire frame viewed
from the arrow in the HREM image (a). (d) shows the line profile of the phase shift along the line in the HREM image
(a) and the fitting curve using the sphere approximation (dotted curve).

island structure (the arrow in Fig. 1(b)), it is
considered thicker than the region near the
interface between gold and TiO2. Figure 1(c)
shows a 3-D wire frame viewed from the arrow
in Fig. 1(a) where the height of this 3-D image
corresponds with the phase shift of phase
image. It reveals that the interfacial region is
obviously concave (the arrow in Fig. 1(c)).
Hence in this case the contact angle between
the gold particle and the TiO2 support is >90º.

Figure 1(d) shows the line profile and its
fitting curve in the phase image (Fig. 1(b))
along the black line in the HREM image (Fig.
1(a)). The shape of the section is a circle on the
assumption that the shape of this gold particle

is a sphere. The profile was fitted by nonlinear
least square method using a semicircle function
with the mean inner potential as a parameter.
The solid line is the fitted curve and the dotted
lines are simulated curves. As a result, the
mean inner potential of the gold particles was
estimated to be ~31 V.

Figure 2 shows the images of a gold particle
that is 1.6 nm in height from the interface. The
incident beam direction was also the <110>
zone axis. Fig. 2(a) and (b) are a HREM image
and a phase image amplified 30 times then
superimposed on the HREM image respectively.
The diameter of the particle is ~2.5 nm and
different from its height in the HREM image

for this particle. The shapes of the contour lines
differ from Fig. 1. Since they protrude from the
interface and do not form an island shape, the
thickness of this particle increases as the
distance from the interface decreases. In the
central part of the particle, the contour lines
appear along the [001] plane at almost regular
intervals. Considering the characteristics of the
contour lines in the phase image and the
analysis of the interplanar angles and spacing
in the HREM image, the 3-D shape of the gold
particle is assumed to be the top half of a
truncated octahedron as shown in Fig. 2(c). The
truncated octahedron (Fig. 2(c)) is known as a
polyhedron with minimum surface energy in a

(a)

(b)

(c)

(d)
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face-centered cubic (FCC) structure.
The phase image of the 3-D model was

simulated using the top half truncated
octahedron model shown in Fig. 2(c) and the
mean inner potential V0 as a parameter. Figure
2(d) shows the simulated image superimposed
on the HREM image (Fig. 2(c)). The contour
line interval varies with the mean inner
potential V0. Comparing with the simulated
image, the reconstructed phase image shows
the same characteristic as the top half of the
truncated octahedron model in that the contour
lines appear in parallel with the (001) planes at
regular intervals. This confirms that the gold
particle has the shape of the top half of an

octahedron and that the contact angle at the
interface is <90º. This in turn means that the
perimeter of gold per unit volume at the
interface with the support for this particle is
longer than that of the particle for which the
contact angle is >90º with the same diameter.

The intervals of the contour lines parallel
with (001) planes were optimized by changing
V0. The simulated image was in good
agreement with the reconstructed image when
the potential V0 was 45 V, a value significantly
higher than the 31 V of the gold particle with
the size of 5 nm.

The relationship between the particle size of
gold and the mean inner potential, which

measured by the 3-D model simulation and the
sphere approximation for line profile, is shown
in Fig. 3. When the size of gold supported on
TiO2 is <5 nm, and the gold is supported on
active carbon, which is considered to have very
weak interaction with gold and to have low
catalytic activity, the mean inner potential of
gold is the same as the experimental value of
bulk (21–23 V) [4-6] and the calculated value
of bulk (25–30 V) [7]. On the other hand, when
gold is supported on TiO2 with the size <5 nm,
the mean inner potential tends to begin
increasing, and furthermore tends to increase
suddenly with the size <~2 nm. This increasing
tendency of the gold inner potential agrees with

Fig. 2. The HREM image (a) and the phase image (b) reconstructed from the hologram of the Au/TiO2 catalyst with a size <2
nm. The phase image (b) was amplified �30 and overlapped on the HREM image (a). (c) is the schematic 3-D
illustration of the top half of a truncated octahedron model. (d) is the simulated phase image of a truncated octahedron
model superimposed on the reconstructed phase image (b) when the mean inner potential of gold is 45 V.

(a)

(b) (d)

(c)

Top Half of the
Truncated Octahedron



the size dependence on the gold catalytic
property.

Discussion

According to the report on the orientation
relationship between gold and TiO2 [8], it is
frequently observed in both rutile and anatase
TiO2 that the {111} plane of gold is parallel to
the interface between gold and TiO2, and that
this orientation relationship has good lattice
matching for the anatase type. The index of
gold interfacial plane in Fig. 1 is the {111}
plane and that in Fig. 2 is the {100} plane. In
the case of a large particle (Fig. 1), the contact
angle is >90º in spite of good lattice matching.
This means that the volume ratio of the atoms
located on the interface shrinks during the grain
growth due to the effect of minimizing the
interfacial energy. It is considered that the
interaction such as the charge transfer at the
interface is small. Conversely, the 3-D shape
near the Au/TiO2 interface tends to enlarge the
volume ratio of the atoms located on the
interface in the small particle. This suggests
that some interaction at the interface exists
aside from the lattice matching. 

The perimeter increases as the interfacial
shape changes toward enlarging the area at the
interface. The perimeter of the top half of the
truncated octahedron (Fig. 2(c)) is ~2.4 times
longer than that of the “perfect” truncated
octahedron with respect to the model with the
{100} plane parallel to the interface, i.e. the
ratio of the perimeter length per unit volume is
~4.8. Hence the increase in the reaction site due
to not only the decrease in the particle size but
also the morphology change that occurred
when the diameter became <2 nm is one of the
most important reasons for the increase in turn-
over frequency (TOF), that is the rate of
reaction per surface atom, from the gold
catalyst <5 nm in diameter.

For the top half octahedron model (Fig. 2(c))
of the gold particle <2 nm in size, the atomic

ratio that has the same neighbor atomic
configuration as in FCC bulk crystal is only
50% assuming that the other 50% of the atoms
are located on the surface and at the interface.
Hence the small gold particle is most likely
affected by the surface and the interface, and it
is considered that the mean inner potential
increase is due to the local electronic structure
at the interface between the gold and the TiO2.

The mean inner potential in transition metal
elements tends to depend on the electron
configuration, especially the outer valence
electrons [9], and depends on the number of 3d
electrons in case of IV period atoms in the
periodic table [10]. The potentials of gold,
platinum, and iridium are calculated to be
28.20 V, 32.14 V, and 37.24 V using non-
binding approximation and Radi's atomic
scattering factor [7, 11]. The measured inner
potential of a gold small particle is >40 V,
which it is closer to platinum or iridium rather
than gold bulk. It is considered that the gold
small particle is positively charged if electrons
transfer from gold to TiO2 at the interface, and
this changes the electronic structure of the
whole gold particle to an electronic structure
like platinum or iridium. The same results
assuming the charge transfer at the Au/TiO2

interface and the change of electronic structure
were also reported from experiments using
XPS [12], EXAFS [13], and TEM [13], and our
results support them.
The electron holographic technique used in

conjunction with HREM enabled the
determination of the electronic structure change
directly at nanometer scale. Details of the mean
inner potential increase in gold catalyst ware
clarified by the work function analysis using a
scanning probe microscopy and by the
simulation of the electronic structure at the
interface using first-principles calculation.

Conclusions

The 3-D structure of gold supported on TiO2

was analyzed by electron holography and
HREM. For gold particles with a height <2 nm
from the interface, the contact angle of gold
particles on TiO2 tended to be <90º, and tended
to be >90º for those >5 nm. A change in the
morphology occurred that increased the
volume ratio of the atoms located on the
interface and at the perimeter as the particle
size decreased.

The mean inner potential of gold depends on
the particle size. For gold particles with a
height <2 nm, the potential increases suddenly
to >40 V.

The electron holographic technique enables
the analysis of 3-D structures at atomic scale,
and the detection of changes in electronic
structure. It has been found to be effective in
the analysis of nanostructured particles.
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Introduction

Since atomic structure observation of a �11
coincidence site lattice (CSL) boundary of
gold in 1981 [1] was firstly observed, vast
number of grain boundaries and crystal inter-
faces of various kinds of material, namely iron
[1], silicon [2,3], germanium [4] and ceramics
[5] were analyzed employing high-resolution
transmission electron microscope (HRTEM)
lattice imaging.   In particular, unique recon-
struction manner of the boundary attracted a
large number of HRTEM researches [6 to 10].
Recently, electronic property is keenly inter-
ested especially in the covalently bonded
materials [11 to 14].   However, atomic struc-
ture is not yet fully identified experimentally.
The identification of the single atomic column,
introduced in the structure models [14, 15], is
one of most important task to solve the prob-
lem.   Trouble is that an ordinary lattice image
does not show precise atomic position.
Simple periodic information on a lattice image
cannot cope with this grain boundary structure
analysis.   Highly developed recent interface
science requires more precise atomic structure
information that is hardly obtained by an ordi-
nary lattice imaging of HRTEM.   In the pres-
ent paper, the atomic structure of the {112} �3
CSL boundary of silicon is analyzed. The
superb ability of our atomic resolution high
voltage electron microscope (ARHVTEM) [16]
is employed to investigate individual atomic
site of the grain boundary.

Methods
A high purity polycrystalline silicon film

was produced by the reduction method of
trichlorosilane using hydrogen (purity:
99.999999999%).   The film was sliced, pol-
ished and Ar ion milled. Spherical and chro-
matic aberration coefficients of the employed
JEM-ARM1250 atomic resolution high volt-

age transmission electron microscope are
respectively Cs = 1.4 mm, Cc = 2.5 mm.   The
experimentally certified resolution of this
microscope is 0.1 nm at the Scherzer defocus
[16]. 

Ab-initio calculation

Multi-slice image simulation was employed
with ab-initio calculation to help accurate
image analysis.   An atomic configuration was
firstly obtained from the micrograph.
Secondary, 96-atoms super cell was construct-
ed following the experimentally obtained
atomic configuration.   Hamann-Schlueter-
Chiang (HSC) optimized pseudo potential
(3s23p0.53d0.5) was produced.   Starting with
the obtained atomic configuration, the ab-initio
molecular dynamics calculation was per-
formed to relax the structure using a plane-
wave pseudo potential method based on the
density-functional theory with a plane-wave
cutoff energy of 25 Ry and four special k
points per irreducible forth of the Brillouine
zone.    Then the multi-slice image calculation
was carried out on this structure. The calculat-
ed image was compared with the image.

Result
{111} �3 and {221} �9 boundary

A �3 CSL grain boundary, being parallel to
{111} plane (noted as {111} �3CSL bound-
ary), is shown in Fig. 1 (a).   Uniform image
contrast in the picture shows that an electron
beam was well oriented to be parallel to <110>
axis of the both crystal.   Good matching of the
magnified image in Fig. 1 (b) to the geometri-
cal structure model that was established in sili-
con shows that atomic structure of the bound-
ary is well identified by ARHVTEM observa-
tion.   A high-resolution image of a {221} �9
CSL grain boundary is shown in Fig. 1 (c).   A
magnified image of the boundary is shown in
Fig. 1 (d) and each round rectangular spots
were identified as silicon-silicon dumbbell.
The every atomic site in the boundary was
described by dumbbell structure.   The
observed structure consisted of 5-membered

ring and 7-membered ring unit and was as the
same structure as observed in silicon [3].   It
shows that ARHVTEM observation enables us
to investigate the distorted atomic structure in
the grain boundary.

{112} �3 boundary

A wide view of a {112} �3 CSL grain
boundary is shown in Fig. 2 (a).   Periodic
structure is apparent in the boundary (Fig. 2
(b)).   A unit structure of the boundary is mag-
nified in Fig. 2 (c).   There were three different
kinds of dark spots in the grain boundary.
They were two types of rod shape spots and
small round spots.   The rod shape spots in the
both side crystals oriented in <001> direction
in each component crystal.   However, in the
grain boundary, central two spots in a periodic
unit oriented in the different direction from the
ordinary crystalline spot (‘A’ and ‘B’ in Fig. 2
(c)).   To each rod shape spot, two atomic sites
could be reasonably allotted. Remainder spots
shown by arrows in Fig. 2 (c) were too small
to allot two atoms.    These two spots were half
of the rod shaped spot in length but were same
in width.   These circular small spots tell that
the image is originated from single atoms
aligned parallel to the electron beam at this
position.    Connecting each atomic site of the
image, we can produce a network model and is
shown in Fig. 2 (d).    The resultant boundary
structure consisted of one 5-membered ring,
one 7-membered ring and one distorted 6-
membered ring.    This experimentally deter-
mined structure was quite similar to the model
proposed by geometrical consideration by
Papon [15] and was also similar to the model
produced from an ordinary lattice image [4].
Presently produced atomic model shows that
the atomic connection is smooth except for
two places shown by arrows.    The atom at
this place is missing one bonding partner.
That is, each atom at this position has one dan-
gling bond. 

Ab-initio relaxation

The experimentally obtained atomic struc-
ture (Fig. 3 (a)) was relaxed by ab-initio calcu-
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Fig. 1. (a) A high-resolution image of the {111} �3 grain boundary in silicon.   
(b) An atomic structure network model is superimposed on the ARHVTEM image of the {111} �3 CSL grain boundary.   Open circles and solid

circles respectively correspond to atoms on {110} and {220} plane.   
(c) A high-resolution image of the {221} �9 boundary in silicon.   
(d) A magnified image of the {221} �9 boundary.   Atomic structure was constructed from the ARHVTEM image.   The boundary consisted of

5-membered ring and one 7-membered ring unit, as indicated by white line. 

Fig. 2. (a) A HVTEM image of the {112} �3 grain boundary in silicon. 
(b) A magnified image of (a).
(c) A superimpose of atomic sites on the ARHVTEM image, allotting two atoms to each dark rod-shaped spot and one atom to the small round

spots.   A single atomic column is indicated by an arrow.
(d) Atomic structure model constructed from Fig. 2 (c). 
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lation (Fig. 3 (b)).   The resultant structure
shows that the three fold-coordinated atom
moved in [110] direction to get the fourth part-
ner: the three fold-coordinated atom indicated
by an arrow and another three fold-coordinated
atom that located on the upper (110) plane
slightly shifted to make the atomic distance of
them favorable (Fig. 3 (b)).    The dangling
bond at the single atomic column disappeared
by the bonding between the atoms I and I’
along the [110] direction.    The density of
states (DOS) of the structure doesn’t show the
gap peak (Fig. 3 (c)) due to the absence of the
dangling bond. 

ARHVTEM images of the relaxed structure
were then simulated by the multi-slice method
at several defocus conditions in Fig. 4.
Similar characteristic feature to the experimen-
tal image is seen in the defocus range of �28
nm, �39 nm, �50 nm and �61 nm (Fig. 4).
The atomic site corresponded to the darkest
spot in the dark spot of the image at the defo-
cus of �39 nm and at �28 nm.   The same ten-
dency was also seen in the simulated image. 

Summary
ARHVTEM and ab-initio calculation were

applied on the silicon grain boundary atomic
structure analysis.   An atomic column was
imaged in dark contrast.   A small circular spot
represented the single atomic column site in
the grain boundary. Grain boundary structure
was given simply by connecting  the atom site. 
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Fig. 4. ARHVTEM experimental image of {112} �3 grain boundary at the -28 nm, -39 nm, -50
nm and -61 nm defocus condition (Scherzer defocus: df = -39 nm).   Multi-slice simula-
tion image of the relaxation structure by ab-initio molecular dynamics calculation was
inserted at each defocus condition.   Thickness of the simulated image is 6 nm.
Experimental image shows good matching with simulated image.   The change in image
contrast of the picture due to defocus well coincided to that of simulated image.

Fig. 3. (a) The atomic structures that obtained by ARHVTEM observation. Each single atomic
column is indicated by I and II. 

(b) Valence electron density distributions of the boundary by ab-initio molecular dynam-
ics calculation on (1

-
11) plane and (1

-
11) plane, which transverse the atom (Ecut 25Ry).

The atom located above the atom I along the [110] direction was noted by I’.   The
bonding between the atom I and I’can be seen along the [011] direction.

(c) The calculated density of states with Ecut of 15 Ry. 

df = –28 nm

df = –50 nm

df = –39 nm

df = –61 nm
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Introduction

Luminescence is commonly excited either
by photons (photoluminescence, PL) or by
electrons (electroluminescence, EL).   The for-
mer has traditionally been a very important
method for studies of ceramics [1,2], the latter
is less popular, but it has the advantage that it
is easily compatible with surface examination
by scanning electron microscopy and with
highly local excitation [3].   The effective exci-
tation volume in both PL and EL experiments
necessarily includes the finite depth excitation
and an additional volume arising from the dif-
fusion of generated excitons (either mono-
chromatic light or electron beam); this latter
may make the actually probed volume substan-
tially larger than the nominal probe size [4].
Despite this probe broadening effect, probing
by EL may provide a substantial breakthrough
in improving the spatial resolution of the spec-
troscopic measurement towards a nanometric
scale, below the typical limit of the micron
scale imposed by the finite wavelength of
monochromatic light in PL assessments.   The
piezo-spectroscopic (PS) effect may be defined
as the shift in the frequency of a spectroscopic
transition in a solid in response to an applied
strain or stress.   The spectral signal can be due
to a variety of different phenomena, e.g. Raman
scattering or luminescence.   Independent of
whether monochromatic light or electrons are
used as the excitons for stimulating lumines-
cence, the wavelength of the luminescence
lines reliably shifts as a function of stress.  The

ultimate aim is therefore to combine the high-
resolution imaging, which has been achieved
by FEG-SEM with a reliable nano-scale stress
measurement.   Based on our measurement
experience, we suggest that to achieve an effi-
cient and reliable stress measurement in a
nanoscopic environment, it is essential to cou-
ple an analytically versatile electron micro-
scope (preferably provided with an in-lens
thermal filament) with a sensitive spectrome-
ter, which can analyze the emitted light with
superior precision.   The combination of these
two devices may enable one to collect, upon
scanning by electrons but collecting in output
wavelength luminescence shifts, a “stress
image” to be compared with the conventional
SEM image built by secondary-electrons
detection.  

Theoretical background
The origin of the piezo-spectroscopic effect

is that when the lattice of ions surrounding a
luminescence atom embedded in the material
nanostructure is distorted, for instance by an
applied stress, the crystal field potential at the
luminescent site is altered which, in turn,
changes the energies of the electronic transi-
tions.   Thus, by measuring the shift of lumi-
nescence spectra, the lattice strain can, in prin-
ciple, be determined [5].   In the elastic regime,
strains are directly proportional to stresses,
thus stresses are directly accessible provided
that appropriate calibrations of wavelength-
shift as a function of stress are preliminary per-
formed.   In addition to these well-known
notions, we report here for the first time that
also the optical activity of defects can be used
as a tool for probing the local stress state.   In
other words, we can apply piezo-spectroscopic
techniques to the luminescence arising either
from electron-induced transformation of pre-

existing point defects or from the creation of
new ones.   Although the mechanisms of elec-
tron-induced transformations of point defects
are not exhaustively understood on the atomic
scale level [6], from a phenomenological view-
point, the luminescence emission of such (pre-
existing or newly formed) defects occurs at a
characteristic wavelength, which depends on
the stress state around the defect.   This tech-
nique has worked suitably for oxygen defects
in silica-based glass materials, as we shall
show in the successive section.  A schematic
illustrating the principles of the piezo-electro-
luminescence measurement is shown in Fig. 1.
Due to electron-phonon coupling, optical spec-
tra consist generally of broad bands, rather
than of separate sharp lines.   Broadening is a
property, which repeats exactly the same way
(‘homogeneously’) in every instance of a cer-
tain defect in a crystal, however, in glass, the
site-to-site non-equivalence of difference
instances of the same defect causes the optical
transition energies to differ.   This site-to-site
variation results in an additional ‘inhomoge-
neous’ broadening of the spectra.   Similar
arguments may apply when considering the
local crystallographic environment around a
luminescent atom (e.g., a rare-earth atom)
embedded in a glass structure. However, the
experimental practice has taught us that the
nanometer scale represents a suitable meso-
scale for probing stresses within the glass
structure in the sense that yet a statistically
meaningful number of luminescent sites (either
a luminescent atom or a point defect) are avail-
able in the probed volume, but also that such
number is small enough to make the contribu-
tion of inhomogeneous broadening (usually on
the order of 0.1 eV) negligible as compared to
the much larger homogeneous broadening
(typically between 0.3 and 1 eV).   The general
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notion, according to which the glassy disorder
dramatically affects the shape of the lumines-
cence spectrum, thus completely smearing out
its sharp features, is based on the assumption
of micrometer-size or larger probing (e.g., by a
laser beam).   The availability of a nanometer-
sized probe has newly revealed that lumines-
cence bands may appear to possess an asym-
metric profile that can be resolved into a sharp
component and a broad shoulder-1ike side
band.   Leaving aside the broad side band com-
ponent, which may arise due to inhomoge-
neous broadening and/or to the presence of
sites with different coordinations [7], stress
analysis can be performed only on the sharp
band component.   The plot of this sharp elec-
troluminescence band shift vs. stress can be
generally approximated with a straight line for
a limited stress range investigated, whose
slope (usually referred to as the piezo-spectro-
scopic coefficient, �) can be obtained within
an accuracy of better than 3%.   Our results of
stress dependence clearly show that, despite
the lack of specific symmetry or long-range
periodicity within glass structure, electrolumi-
nescence bands shift coherently and precisely
with stress.

When a general stress state, σij, is applied to
a crystal, the piezo-spectroscopic response,
seen as a shift of amount ∆� of a selected
luminescence band, will be given in terms of
the applied stress resolved along its crystallo-
graphic axes [8]:

����ij�ij (1)

where the repeated index notation is adopted
and the stress tensor, σij, is resolved in the
crystallographic reference frame.   In the gen-
eral case, the two cartesian systems associated
to the principal stress axes and the crystallo-
graphic cell axes are not coincident and a
transformation matrix of geometrical factors is
required:

����ijaikajl�ij (2)

where aik and ajl are the geometrical coeffi-
cients of transformation matrices.   For the
majority of the applications, the stresses are
relatively small (i.e., accompanied by strains
typically <1%), therefore possible gradients
and second-order terms are negligible, greatly
simplifying eq.(2).   On the other hand, when
the strains involved are very large, it can be
expected that second-order terms, e.g., those
due to shear, may become of significance and
a non-linear analysis may be required.   In
addition, if the sample is polycrystalline or, to
a greater extent of disorder, glassy, eq.(2) does
not apply.   However, if there is no preferential
texture and a sufficiently high number of dif-
ferently oriented grains (for polycrystals) or
clusters (for glasses) is probed, eq.(2) can be
phenomenologically rewritten as follows:

����
3�
1

(�11��22��33)(�11��22��33) (3)

where ��� is the band shift averaged over the
probed ensemble of grains (or clusters).   Note
that in eq.(3) the residual stress is considered
to be three-dimensional and pseudo-hydrostat-
ic within the probed volume, the piezo-spec-
troscopic coefficient being merely the trace of

the piezo-spectroscopic tensor.   Note also that
shear stress components are neglected in a vol-
ume relatively large with respect to the lumi-
nescent moiety.   It is immediate to recognize
that there exists a dependence of the stress
value calculated through eq.(3) on the geome-
try of the probed volume.   For example, if
probing is performed upon penetrating the
sample surface only by a very thin thickness,
the component of stress, σ33, perpendicular to
the specimen surface should be neglected.
Therefore, the measured band shift corre-
sponds to larger in-plane stresses as compared
to the case of a fully hydrostatic stress field.
This example illustrates the importance of
carefully assessing the probe geometry in
piezo-spectroscopic measurements.   Some
details of such calibrations will be given in the
next section.

In statistical terms, the luminescence signal
is emitted from any small volume containing a
luminescent moiety within the elementary
probed volume.   If thermal broadening and
quantum uncertainty of the energy of the elec-
tronic states involved in the luminescence
emission process could be neglected, the lumi-
nescence band of a crystal under a uniform
state of stress should tend to be a single Dirac
δ-function.   If the stress state is mesoscopical-
ly non-uniform, the elementary luminescent
moieties of the probed volume may experience
different stresses and the wavelength of their
respective Dirac functions be shifted of differ-
ent amounts.   It follows that the width of the
luminescence band contains, in principle,
information on the stress distribution within
the probed volume.   Ma and Clarke [9] have
worked out an expression for alumina relating
the band-width to the stress distribution.   In
glasses, however, broadening has various ori-
gins (i.e., inhomogeneous broadening, pres-
ence of defects specific exclusively to the
glassy state, etc.), which makes it problematic
a direct assessment of stress distribution from
band-width, without adopting an appropriate
criterion for deconvoluting the broad spec-
trum. 

Alumina crystals have the corundum struc-
ture, with the oxygen ions arranged in an
hexagonal close-packed lattice, with the Al3+

ions occupying 2/3 of the octahedral sites. Cr3+

ions substitute for Al3+ ions in the octahedral
sites, with a small trigonal distortion.   The
luminescence spectrum (a doublet R1 and R2)
of alumina originates from the characteristic
red fluorescence of ruby as a result of the
radiative decay of electronic transitions of d3

electrons of a native Cr3+ impurity on Al3+

substitutional sites [10].   The strong and sharp
fluorescence of the R1 and R2 doublet is due to
transitions from the 2E state to the ground
state.   Lanthanide ions in glass are directly
coordinated by MO4 tetrahedra, with each
tetrahedron contributing two oxygens to coor-
dination with the lanthanide.  In a glass, due to
its inherent disorder and lack of long-range
periodicity, the energy levels cannot be accu-
rately assigned.   However, we have observed
relatively sharp and intense bands in the elec-
troluminescence spectrum.   For example,
bands at 565, 597, 639, and 693 nm can be
assigned to the 4G5/2�6H5/2, 4G5/2�6H7/2,
4G5/2�6H9/2, and 4G5/2 �6H11/2 transitions,
respectively [11].   Spectra reported for Sm-
activated phosphors [12] demonstrated that the

most intense peak of Sm3+ is the highest-ener-
gy peak (ranging from 594 to 608 nm) of the
590-620 nm region.   The reported optical
luminescence bands of defects in non-doped
synthetic silica are numerous and the assign-
ment of the bands is still controversial in some
cases.   A complete discussion of oxygen-relat-
ed defects in silica is beyond the scope of this
paper.   Here, it should be remarked only that
the most controversial is the region around 4.8
eV, in which bands arising from oxygen
excess-related defects (e.g., three oxygen-
excess defects, peroxy radical defects, non-
bridging oxygen hole center) overlap [13].   A
relatively intense band located at 1.9 eV (630
nm) is unequivocally related to the presence of
Si-O non-bridging oxygen hole center.   While
the exact position of each single emission
remains somewhat uncertain for oxygen-
excess defects, optical bands arising from oxy-
gen deficiency-related defects are relatively
well characterized [13]: two intense bands
located at 2.7 eV (460 nm) and 3.0 eV (410
nm) can be ascribed to dicoordinated Si and
Ge, respectively.   An additional band, related
to interstitial O2, has been reported at higher
wavelength [14].

Experimental procedures
The scanning electron microscope (SEM)

employed in this study was a new thermal fila-
ment type field emission gun (FEG) device
with a lateral spatial resolution of 1.5 nm
(JSM-6500F).   The microscope was mounted
within a cut-out on an air-suspended optical
table, thus eliminating vibration and aiding
optical alignment.   A high-sensitivity cathode
luminescence detector unit (MP-32FE, Horiba
Ltd., Kyoto, Japan) was employed for the col-
lection of light upon reflection into an ellip-
soidal mirror and transmission through an opti-
cal fiber.   The emitted light spectrum was
analysed using a triple-monochrometer
equipped with a CCD camera.   A new map-
ping device (PMT R943-02 Select, Horiba
Ltd., Kyoto, Japan) and related software was
developed which enabled us to collect with
nanometric spatial resolution, and automatical-
ly analyze, a large number of spectra.   The
collected data were analyzed with the curve-
fitting algorithms included in the SpectraCalc
software package (Galactic Industries Corp.).

The signal from a neon discharge lamp was
systematically collected, concurrently to each
measured spectrum, for obtaining an external
frequency calibration [15].   In the present
measurements, the strategy for obtaining very
high spatial resolution was the same as that
previously suggested by Warwick [16]: (i)
using a low accelerating voltage (≤ 1.5 kV) to
inject electrons into the surface with minimal
lateral scattering (1.5 nm); (ii) using a small
probe generated by a bright, field-emission
source; (iii) detecting photons from pre-diffu-
sion radiative recombination events.   We were
aided in this effort by the high efficiency of the
luminescent probes used in this study.   In par-
ticular, in the case of rare-earth doped glasses,
a spectrum of good quality, suitable for precise
mathematical fitting, could be collected within
one second.   It should be noted that the effi-
ciency of a selected lanthanide activator can
vary considerably with concentration and upon
the concurrent presence of other lanthanide
impurities; however, the relative efficiency of
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Fig. 1. Schematic of piezo-electroluminescence measurement and
beam broadening effect (with reference to eq.(4)).

luminescence in a specific host is essentially
site-independent [17].

It is well known that in modern FEG-SEM
devices the spot size of the electron beam is
much smaller than the spatial extent of the
beam energy dissipation volume, even at low
beam energies of 1 or 2 keV.   In the absence
of excessive beam charging and the accompa-
nying astigmatism this may introduce, the res-
olution is therefore determined almost entirely
by the interaction of the beam with the sample.
One semi-empirical way to calculate the beam
energy dissipation volume is using the Grün-
range-related method proposed by Everhart
and Hoff [18].   The modified Grün equation,
giving the maximum penetration depth or elec-
tron range, Rg, can be written as:

Rg����
1.75���Eacc        (�m) (4)

where � and Eacc are the material density in

g/cm3 and the acceleration voltage in keV,
respectively.   A good first approximation of
the lateral extension of the excitation volume
is a circle with the same diameter as the pene-
tration depth.   An acceleration voltage Eacc 1.5
keV was employed throughout the experi-
ments.   Typical scattering of the electron
beam in the subsurface of the specimen is
shown in Fig. 1.   Despite the occurrence of
electron beam broadening, a high spatial reso-
lution better than 10 nm could be achieved in
any measurement of the present study, as cal-
culated according to the modified Grün equa-
tion.

A four-point bend loading micro-jig (Fig. 2
(A)) was equipped with a load cell of 100 N
and placed under the optical microscope into
the electron microscope.   Luminescence spec-
tra were mapped to calibrate the stress depend-
ence of sapphire and various glasses.   Optical
fibers were directly calibrated by using a labo-
ratory-made tensile micro-jig, as shown in Fig.

0.0398
�

2(B).   In the rather short time necessary for
collecting fluorescence spectra in the present
materials, no significant relaxation in the load-
ing jigs could be detected.

The sapphire crystal was a well-annealed
commercially available crystal (Nakazumi
Crystal Lab.) nominally pure (i.e., containing
0.005 wt.% Cr as a native impurity).   The alu-
mino-silicate glass (60-Silica/5-Alumina/20-
Alkaline-metal-oxide/15-Multi-valent metal
oxide (in mol%)) was a commercially avail-
able grade from Hoya Corp. Electro-Optics
Co.   This glass was prepared using a conven-
tional melt-quenching method, after mixing
the raw powders with SmF3, in order to obtain
a final concentration of the lanthanide element
(i.e., the luminescent probe) of 1000 ppm (in
mole).   Quenching experiments were per-
formed either by fast dipping in molten ice or
by direct contact in a metal anvil, the quench-
ing rates in these two cases being approximate-
ly 0.1 and 100 K/s, respectively.   Nd3+ and
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Fig. 2. Miniature jigs for four-point bending loading and tensile (fiber)
loading, in (A) and (B), respectively.



Er3+-doped silica optical fibers were core/clad-
structured laboratory-made devices.   They
were obtained from two separate Japanese
companies whose identity we cannot reveal for
industrial reasons.   The latter fiber contained
also an unknown fraction of Ge-ion as a co-
dopant for the core structure.

Results and discussion
Electroluminescence spectra were collected

at identical locations upon successively
increasing the externally applied stress, and the
relative spectral shift, ∆�, with respect to the
unstressed wavelength accurately measured.
To minimize the error involved with instru-
mental fluctuations, a suitable band from a
neon discharge lamp was recorded concurrent-
ly to each individual spectrum and its known

wavelength assumed as a reference.   A grid
comprising of 5 	 l03 spectra was collected
with the electron beam focussed to a spatial
resolution of about 30 nm, to approximately
cover an area of 5 µm per each stress data
point.   This procedure was repeated at 10 dif-
ferent stress states and the wavelength band
shifts recorded.   Given the dependence of
electroluminescence spectra on the electron
beam orientation angle and local structures, an
average band shift was calculated with respect
to a matrix of unstressed wavelengths collect-
ed at the same locations.   To a degree of accu-
racy, all bands of all the investigated materials
shifted linearly with the applied stress.
Electroluminescence spectra and the depend-
ence of selected bands from the Sm3+-doped
alumino-silicate glass, pure silica, Er3+ or

Nd3+-doped silica, and single-crystal sapphire
on uniaxial stress, σu, are shown in Figs. 3
(A)-(E), respectively.   In the plots, a negative
sign indicates a compression stress.   The
results of stress calibration in glasses, as com-
pared to crystalline sapphire, clearly show that,
despite the lack of specific symmetry or long
range periodicity within the glass structure,
electroluminescence bands shift coherently
and precisely with stress.   Another interesting
finding is that bands related to glass defects,
despite their relative broadness, are very sensi-
tive to stress (i.e., piezo-spectroscopic coeffi-
cient more than one order of magnitude larger)
as compared to bands arising from rare-earth-
activated phosphors.

As an application of the microscopic stress
measurement into the FEG-SEM, Fig. 4 shows
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the stress profile recorded across an indenta-
tion print on a polished and well-annealed sur-
face of Sm3+-doped alumino-silicate glass.
The linear stress map, collected using electros-
timulated peak shifts with the relatively low
spatial resolution of 200 nm, clearly indicates a
region of high compressive stress that corre-
sponds with the indentation print, whilst a
region of low tensile stress (with a maximum
tensile stress of about 300 MPa) was recorded
outside the indentation location.   This charac-
teristic microscopic stress distribution is simi-
lar to that recorded by photoluminescence for
indentations in other brittle materials [19].

The microscopic cracks generated at the
edge of the indentation print in brittle materials
can be regarded as equilibrium cracks embed-
ded in an infinite medium [20].   Assuming

that glass behaves as a brittle material, the
stress field ahead of a crack tip, σt(x’), along
an abscissa, x’, with origin at the crack tip and
oriented towards the crack propagation direc-
tion, should obey the following equation [21]:

�t��������2
x'     
(5)

Therefore, the slope of a plot of �t vs 1/����2
x'
represents the crack-tip toughness, KIC, of the
material [22].   This plot, collected with a
probe size of 30 nm at the tip of the indenta-
tion crack, is shown in inset in Fig. 4. Despite
the data scatter (presumably due to the nanos-
tructure of the specimen, as discussed later), a
least-square fitting locates a slope correspon-
ding to KIC=0.75 ± 0.1 MPa 	 m1/2. This value

is reasonable for glass and comparable with
that experimentally measured by macroscopic
fracture mechanics assessments [23].   At this
stage, it seems reasonable to assume that we
are obtaining, through piezo-electrolumines-
cence assessment, a reasonable and consistent
estimate of microscopic stresses in the FEG-
SEM, at least comparable with that obtained
by the more popular piezo-spectroscopy tech-
nique based on photo-stimulated spectro-
scopies [5].   The next challenge would be to
expand the possibility of stress measurement
towards the nanometer scale, thus exploiting
the high potential for improving spatial resolu-
tion offered by the electron beam.

Interesting structural observations can be
made by examining the (local) nanometric dis-
tribution of stress developed within a glass

Fig. 3. Typical electroluminescence bands, their spectral deconvolution
and stress dependence for Sm-doped alumino-silicate (A), pure sil-
ica (B), Er/Ge-doped silica (C), Nd-doped silica (D), and Cr-doped
sapphire (E).   In this latter spectrum, both bands, R1 and R2, were
probed with respect to their stress dependence; in (A), only the
sharp component of the deconvoluted spectrum was calibrated
with respect to shift upon applied stress.   In (B) and (C), stress cal-
ibration is shown for the 630 nm and 460 nm band, respectively.
In (D), only the more intense band component was characterized.

KIC
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Fig. 4. Indentation print in Sm-doped alumino-silicate glass and micro-
scopic stress distributions as detected by piezo-electrolumines-
cence along an abscissa, x, with origin at the center of the print
(perpendicular to the indentation edge) and along an abscissa, x’,
with origin at the tip of a microcrack originated at the corner of
the indentation (directed towards the crack propagation direction).



Fig. 6. Nanometer-scale stress distributions in well-annealed Sm-doped alumino-silicate glass (A), and, in the same glass, quenched at different
quenching rates, T

.
.

=10-1 and 102 K/s (in (B) and (C), respectively).   Note the highly compressive residual stress developed upon quenching,
the faster the cooling rate the higher the stress.

Fig. 7. FEG-SEM micrograph of an area on the section of an Er/Ge-doped optical fiber device and the evolution of the electroluminescence spec-
trum from the center of the core towards the clad.   Band intensity maps of the 410 nm band collected in the overall core and (with higher
magnification) nearby the core/clad interface are shown.   A hydrostatic stress map nearby the core/clad interface is also shown. The spatial
resolution of the stress measurement here was better than 5 nm.

Fig. 5. Nanometer-scale stress distributions in alumino-silicate glass (A) and sapphire crystal (B).
The same far-field tensile stress (300 MPa) was applied to both materials. Note the micellar
nanostructure shown by the glass, as compared to the rather homogeneous stress distribution
experienced by the crystal.
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structure, as compared to a crystalline structure
under the same far-away stress field.   This
comparison is shown for alumino-silicate glass
and sapphire in Figs. 5 (A) and (B), respec-
tively.   Noticeably, a periodic stress distribu-
tion was revealed to exist with a nanometer
scale in glass, which was not observed in crys-
talline sapphire.   When evaluated at a nano-
metric scale, local stresses were clearly higher
(i.e., up to the GPa level) when compared to
the applied (far-field) stress.   However, it was
always noted that the arithmetical average of
nanostress values, calculated over micrometre-
scale areas, resulted in values very close to the
far-field stress.   Therefore, it seems that we
have experimentally verified the hypothesis
that glasses are composed of micelles or
paracrystals characterized by a degree of order
intermediate between that of a polycrystal and
that of a random array [24].   In recent X-ray
studies using the Rietveld method [25], very
small crystallized fractions could be found,
which corresponds to a degree of regular spac-
ing with nanometre-scale intervals, some 20
times that of the Si-O interatomic spacing.
These paracrystalline features on a nanometer
scale may themselves be arranged in arrays
with differing degrees of structural order.
Glass-in-glass structural separation upon cool-
ing may lead to local differences in density.
Durville et al. [26] used the luminescence of
Cr3+ in order to investigate the incipient crys-
tallization of a silicate glass and to characterize
glass ceramics. In their studies, use was made
of the fact that Cr3+ ion prefers the crystalline
above the amorphous phase.   On the other
hand, rare-earth ions show a luminescence
spectrum fairly independent of the bonding
environment [17].   According to this argu-
ment, we may consider, in first approximation,
the rare-earth ions to be homogeneously dis-
tributed throughout the glass structure, without
segregating to preferential sites.   These
notions may strengthen the idea that, in our
nanomechanics assessments, the stress state
within the glass structure has been sensed
without being significantly influenced by the
segregation behavior of the atomic stress sen-
sor installed into the glass structure, namely by
the local structure present in the probed vol-
ume.

Residual stress maps were also collected on
the surface of glass specimens, which were
quenched from high temperature.   Two exam-
ples of structures quenched from the same
temperature with different cooling rates are
shown in Fig. 6 (B) and (C).   A micellar
structure very similar to that observed in the
well-annealed glass sample (Fig. 6 (A)) was
present in a mildly quenched sample, while a
finer micellar structure was “frozen” at a high-
er cooling rate.   The (average) surface residual
stress field, compressive in nature, significant-
ly increased with increasing the cooling rate.
However, the maximum compressive stress,
carried by highly packed micelles, was inde-
pendent of cooling rate.   In other words, we
have visualized the well known notion that
compressive stresses higher than a threshold
value make the structure of glass macroscopi-
cally deform in an anelastic fashion, due to
shrinkage of a loosely bonded network which
obeys an apparently low bulk modulus.   From
a more general point of view, the way
nanometer-scale stresses distribute within the

glass structure proves the coexistence of strong
and weak interpenetrating networks, with the
attendant appearance of cohesive molecular
groupings.   In other words, our piezo-electro-
luminescence observation experimentally
proves that, in the general case, the nanostruc-
ture of glass is not a continuous random net-
work.

A straightforward application of the tech-
nique can be shown for optical fiber devices.
Figure 7 shows a conventional FEG-SEM
micrograph of the fiber section in an Er3+-
doped device, whose bands in the clad and
core regions were shown in Figs. 3 (B) and
(C), respectively.   The variation of the local
spectrum from the core center towards the clad
region is shown together to a band intensity
map and a residual stress map (in insets), as
collected nearby the core/clad interface using
the relatively sharp band located at 410 nm.
The spatial resolution of this stress measure-
ment was better than 5 nm.   The stress map
clearly indicates a region of relatively high
tensile stress that corresponds with the core
area, whilst in the clad region a compressive-
stress region was found in the neighborhood of
the core/clad interface.   It should be noted that
the 410 nm band was generally not detectable
in the clad area, however, the stress at the
core/clad interface could be measured by
virtue of a certain amount of ions, which dif-
fused during processing from the core area
towards the clad (cf. intensity map in inset of
Fig. 7).   The diffusive area was about 0.5 µm
in thickness. The compressive stress developed
within the intermediate (diffusive) region
counterbalances the residual tensile stress
developed in the core. The maximum stress
magnitude recorded with a nanometric spatial
resolution was of the GPa order, however the
stress distribution was highly inhomogeneous.
The detected inhomogeneous (micellar) struc-
ture was similar to that observed Sm3+-doped
glass samples.   The results of nanomechanics
characterizations suggest a significant impact
of nanostresses, as developed during fiber pro-
cessing, on the mechanical and optical per-
formance of the fiber device.   The residual
stress contribution to the refractive index can
be rigorously characterized by tensorial stress-
optical equations [27].   Briefly here, a residual
compressive stress stored in the clad of the
fiber will produce an increase in the refractive
index of the fiber clad, whereas a tensile resid-
ual stress will decrease the refractive index of
the core.   Therefore, the mismatch in refrac-
tive index between core and clad can be signif-
icantly reduced by the residual stress field,
with significant impact on enhancing the sig-
nal loss in the glass fiber device.

Conclusion
The presently available experimental and

theoretical evidence indicates that stress
microscopy can be routinely pursued into the
FEG-SEM.   Piezo-electroluminescence can
provide a unique tool for the quantification of
stress information on a nanometer scale within
both crystals and glasses.   While the primary
subject of this article was the evidence con-
cerning the possibility of estimating stresses on
a nanometer scale, much of the spectroscopic
outcomes can also be applied to obtain struc-
tural information, upon appropriate statistical
analysis of the obtained spectra, thus using

local deformation as a means for imaging glass
nanostructures.   High-resolution scanning
piezo-electroluminescence provides a direct
and unique insight into the mechanics of
molecular clusters and a better understanding
of the mechanical behavior of solids, which
will ultimately lead to the improved design of
material structures, and control of nanotech-
nology devices.

References

1. T. Toyoda, T. Obikawa, T. Shigenari:
Mater. Sci. Eng. B, 54, 33 (1998). 

2. G. Pezzotti: J. Raman Spectr., 30, 867
(1999).

3. A. Gustafsson, M-E. Pistol, L. Montelius,
L. Samuelson: J. Appl. Phys., 84, 1715
(1998).

4. A. E. Grün: Z. Naturforsch. A, 12a, 89
(1957). 

5. Q. Ma and D. R. Clarke: J. Am. Ceram.
Soc., 77, 298 (1994).

6. L. Skuja: J. Non-Cryst. Solids, 239, 16
(1998).

7. G. Vijaya Prakash and R. Jagannathan:
Spectrochim. Acta, A55, 1799 (1999).

8. L. C. Ciacchi, G. Gregori, V. Lughi, A.
Rossi, V. Sergo: Recent Res. Develop.
Applied Spectroscopy, 2, 243 (1999).

9. Q. Ma and D. R. Clarke: J. Am. Ceram.
Soc., 76, 1433 (1993).

10. J. He and D.R. Clarke: J. Am. Ceram.
Soc., 80, 69 (1997).

11. G. K. Das Mohapatra: Phys. Chem.
Glasses, 40, 57 (1999).

12. M. S. Magno, G. H. Dieke: J. Chem.
Phys., 37, 2354 (1962).

13. L. Skuja, K. Tanimura, N. Itoh: J. Appl.
Phys., 85, 3518 (1996).

14. W. Carvalho, P. Dumas, J. Corset, V.
Newman: J. Raman Spectr., 16, 330
(1985).

15. G. Pezzotti: Microscopy & Analysis, 33, 5
(2003).

16. C. A. Warwick: Inst. Phys. Conf Ser. No
117, 10, 681 (1991).

17. G. Boulon: Mat. Chem. Phys., 16, 301
(1987).

18. T. E. Everhart and P. H. Hoff: J. Appl.
Phys., 42, 5837 (1971).

19. S. E. Molis, D. R. Clarke: J. Am. Ceram.
Soc., 73, 3189 (1990).

20. J. Rödel, E. R. Fuller, Jr., B. R. Lawn: J.
Am. Ceram. Soc., 74, 3154 (1991).

21. P. C. Paris and G. C. Sih: in Fracture
Toughness Testing and its Applications,
pp. 30-83 (ASTM Tech. Publ., NY, 1965).

22. A. G. Haerle, W. R. Cannon, M. Denda: J.
Am. Ceram. Soc., 74, 2897 (1991).

23. J. Mencik: Strength and Fracture of Glass
and Ceramics, Elsevier, NY, 1992, p.120.

24. P. J. Flory: Science, 188, 1268 (1975).
25. X. Orlhac, C. Fillet, P. Deniard, A. M.

Dulac, R. Brec: J. Appl. Cryst., 34, 114
(2001).

26. F. Durville, B. Champignon, E. Duval, G.
Boulon: J. Phys. Chem. Solids, 46, 701
(1985).

27. U. C. Paek and C. R. Kurkjian: J. Am.
Ceram. Soc., 58, 330 (1975).

JEOL News Vol. 38  No.1      19 (2003) (19)



Dislocation Structure and
Crack Nucleation in
Fatigued Metallic Materials

Most of engineering metallic materials are
collectives of crystals.   Individual component
crystals usually contain several kinds of lattice
defects.   Dislocation is one of linear lattice
defects.   The dislocation plays an important
role in stressed crystals.   When an applied
stress exceeds a yield point, the crystal begins
to deform plastically by means of dislocation
movements along slip planes.  With the
increasing amount of plastic deformation, dis-
location density would increase due to the
occurrence of multiplication mechanisms such
as activation of the Frank-Read source and the
double cross slip.   Such an increase in the dis-
location density causes strain hardening of
crystals. 

Under unidirectional deformation, the mul-
tiplied dislocations are tangled each other
and/or arranged linearly along slip planes,
depending on several factors relating to dislo-
cation behaviour.   Distributions of these dislo-
cations are rather homogeneous.   On the other
hand, to-and-fro motion and cross slip of dislo-
cations occur frequently during fatigue defor-
mation.   Such dislocation motions induce
multiplication and mutual annihilation of the
dislocations.   Resultant dislocation distribu-
tion produced by fatigue deformation has been
established by many fundamental researches
[1].   If these multiplication and annihilation
are repeated sufficiently, the dislocations are
usually self-organized into dislocation bundle
structure called “vein” in crystals having rela-
tively high stacking-fault energy.   The vein

structure is composed from high- and low dis-
location density regions which have irregular
shapes.   The dislocation density amounts to
1011 cm–2 at the high density region.   Further
fatigue cycling can give rise to the formation
of “persistent slip bands (PSBs)” along the pri-
mary slip plane in the vein structure if plastic
strain amplitude is in a certain range.   The
PSBs were originally reported in optical
microscope observations as a slip band persist-
ently reappeared by load cycling even after
specimen surface layer was removed.   The
dislocation structure of the PSB has been stud-
ied using transmission electron microscopes
(TEM).   The morphology of the PSB disloca-
tion structure is characterized by ladder-like
dislocation structure as schematically shown in
Fig. 1.   The ladder-like structure is composed
from regularly-spaced dislocation walls which
are considered as the collective of edge dislo-
cation multipoles. 

The fatigued crystals are strain-hardened
with development of the PSB and vein disloca-
tion structure.   After the fatigue cycling is suf-
ficiently applied to the crystal, cyclic stress-
strain responses such as stress amplitude
would be saturated.   Internal substructure of a
saturated crystal is composed from two phases
— the PSB and the vein structures — in
single-slip-oriented copper fatigued at plastic
strain amplitude ranging from 6 � 10–5 to 7.5
� 10–3.   Volume fractions of these two phases
depend on the plastic strain amplitude: the
PSBs are dominant at high strain amplitude.
This is because the PSB can carry very large
plastic strain in comparison with the vein
matrix structure.   Because slip activities are
concentrated at the PSBs, pronounced extru-
sions and intrusions are generated at intersec-
tions of the PSBs with crystal surface, due to
random slip processes.   Moreover, volume
expansion of the PSBs occurs owing to pro-
duction of vacancies.   Due to such fatigue-

induced phenomena, rough surface topology
appears locally at the PSBs as shown in Fig. 2.
It has been recognized that intragranular
fatigue cracks are nucleated preferentially at
the PSBs [2-5].   Stress concentration due to
such rough surface is expected to cause the
preferential crack nucleation. 

During further fatigue loading, the nucleat-
ed cracks continue to propagate across crys-
tals, and subsequently a final fatigue rapture
occurs.   It is well known that such fatigue rap-
tures often lead to serious accidents in various
engineering structures.   In order to prevent the
fatigue rapture, nondestructive inspections
including X-ray and ultrasonic wave methods
have been employed for detecting fatigue
cracks.   However, in order to improve the pre-
vention of the fatigue rapture, it is desirable to
perform prediction of fatigue crack nucleation
rather than the detection of the cracks which
are already nucleated. Because the PSB forma-
tion precedes to the fatigue crack nucleation as
mentioned above, it is feasible that the detec-
tion of the PSB formation corresponds to the
prediction of the fatigue crack nucleation.
However, the conventional TEM observation
must include a shaping process to a thin foil: it
can be said that the TEM observation is inade-
quate for the inspection of engineering parts
which are in use.   Accordingly, a nondestruc-
tive method to observe dislocation structure is
desirable instead of the TEM.

Electron Channeling
Contrast Imaging

Recently, a new observation technique
called ‘electron channeling contrast imaging
(ECCI)’ has been employed to image disloca-
tions (see review [6]).   The ECCI method has
a characteristic feature that the dislocations
lying close to crystal surface can be detected
nondestructively using a scanning electron
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microscope (SEM).   Because of the surface
observation using the SEM, it appears that the
ECCI method is suitable for the damage
inspections at the fatigued materials.   In addi-
tion, the ECCI has some advantages in exam-
ining the dislocation structure in the fatigued
materials.   If we use the TEM, visible field of
a thin foil sample is limited to narrow area
where the incident electron beam can pass
through.   Hence, the TEM observation at low
magnification such as �100 is almost impossi-
ble.   In such a situation, there is a risk that one
can miss the PSB formation if the total number
of the PSBs generated in material is very few.
Moreover, surface layer of materials is diffi-
cult to be observed by the TEM because of dif-
ficulty in foil preparation.   This seems incon-
venient for investigations of fatigue processes
since most fatigue cracks are nucleated at the
surface layer.   On the other hand, the ECCI
technique enables us to observe the dislocation
structure of the surface layer at various magni-
fications.

When the incident electrons are penetrated
into material, it is considered that some inci-
dent electrons are deflected around atomic
nuclei at large angle more than 90°.   Such
backscattered electrons can escape from crys-
tal surface.   By detecting the intensity of the
backscattered electrons, we would obtain sev-
eral information including Z-contrast, topo-
graphic contrast and electron channeling con-
trast [7].   The electron channeling contrast
phenomena was reported first by Coates [8] as
Kikuchi-like reflection patterns in SEM.   This
electron channeling contrast comes from a spe-
cific characteristic that the intensity of the

backscattered electrons is sensitive to the inci-
dent beam orientation relative to lattice planes.
The beam orientation dependence of the
backscattered electron intensity has been
described often by the Bloch waves of two
types [9].   According to the calculation based
on the two-Bloch wave model [10], the inten-
sity of the backscattered electrons changes
with incident beam angle as schematically
shown in Fig. 3.   It should be emphasized that
the intensity decreases rapidly at the angle
where the Bragg condition is satisfied. 

In 1967, Booker et al [11] have proposed a
possibility that dislocations are detectable in
SEM by imaging the backscattered electron
intensity which shows rapid change in the
vicinity of the Bragg angle. Let us consider the
dislocation imaging mechanism in SEM.   In
the vicinity of a dislocation, lattice planes are
slightly bent and their lattice spacings are also
varied locally.   This kind of lattice distortion
gives rise to small change in the Bragg condi-
tion when the incident beam is applied to the
crystal.   In order to observe the dislocations
using the ECCI, crystal samples need to be
rotated suitably such that the Bragg condition
is satisfied between the incident beam and a
certain lattice plane.   Because the backscat-
tered electron intensity changes rapidly near
the Bragg angle as shown in Fig. 3, the chan-
neling contrast would emerge around the dislo-
cations which induce the local change in the
Bragg condition.   Accordingly, we can image
the dislocations lying close to crystal surface
by scanning the incident beam tilted at the
Bragg angle and by detecting the backscattered
electrons that escape from the surface.   Details

of the dislocation image profiles in the ECCI
have been calculated by Clarke et al [12] and
Wilkinson et al [13, 14]. 

Early experimental studies on the ECCI
technique were examined in thin foils [15, 16].
This is because the dislocation imaging in bulk
samples was difficult due to substantial back-
ground signal.   In a bulk sample, the electrons
backscattered from interaction volume can
become dominant instead of those backscat-
tered from the incident beam which carry the
channeling contrast information.   Since the
crystals were required to be thin foils for the
ECCI observation, the dislocation structures of
deformed materials have mainly been investi-
gated using TEM.   Clarke et al [12] has
referred to a possibility that the use of high
brightness electron source such as a field-
emission gun is desirable for the dislocation
imaging in SEM.   Morin et al [17] prepared
the SEM system with the field-emission gun
and succeeded in the dislocation imaging in a
silicon bulk sample.   Thereafter, the disloca-
tion imaging by the ECCI with a bright elec-
tron source has been reported in bulk samples
of several materials [18-22]. 

Recently, the ECCI method has been
applied for the dislocation structure observa-
tion in fatigued materials [23-33].   According
to these studies, it seems that the ECCI method
— which enables us to conduct the nonde-
structive dislocation imaging at large view —
deepen our knowledge about microscopic
aspects of fatigue phenomena.   In the present
report, our recent results of the ECCI observa-
tion in fatigued copper single crystals and
austenitic stainless steel polycrystals are intro-

Fig. 3. Schematic illustration of the change in the backscattered
electron intensity plotted against the incident beam direc-
tion.  A doted line indicates the Bragg condition.

Fig. 2. SEM photograph showing fatigue cracks nucleated at a PSB which
was formed in Fe-30%Cr alloy single crystal.

Fig. 1. Schematic illustration of dislocation structures of a
fatigued crystal, viewed from a direction perpendicular to
both slip direction and slip plane normal.   The dislocation
structure consists of the vein structure and the PSB having
ladder-like dislocation wall structure along slip plane.
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duced. 

ECCI Observation of
Microstructure in Fatigued
Materials
Copper single crystals

In order to examine validity of the ECCI
method, the authors attempted to observe the
electron channeling images of fatigued copper
single crystals whose dislocation structures
were investigated well by TEM.   Copper sin-
gle crystals were grown by the Brigdman
method using seed crystals having well-
defined orientations, from a copper material of
99.99% purity.   The single crystals were
shaped to strip specimens of 6 mm gage length
and 4 � 4 mm2 cross-section.   We prepared
the specimens of different stress axes; i.e.,
[123], [111], [100] and [211] directions, in
order to investigate the orientation dependence
of the dislocation structures.   The stress axis
of [123] is a single-slip orientation, and the
others are multiple slip orientations.   The
fatigue tests are carried out in air at room tem-
perature. During the fatigue deformation, the
plastic shear strain amplitude of the specimen
was controlled to be 2 � 10–3.   After interrup-
tions of the fatigue tests, the specimens were
mechanically and electrolytically polished to
obtain planar surface.   Then, the specimen
surfaces were observed by the ECCI method in
JEOL JSM-6500F FE-SEM.   The observa-
tions were performed at an acceleration volt-
age of 15 kV and a probe current of about 3.5
nA.   In order to adjust the crystal orientation
to achieve the Bragg condition, we utilized the
electron-channeling pattern (ECP). 

Figure 4 shows the comparison between a
secondary electron image and an electron

channeling contrast (ECC) image of exactly
the same position after 1500 fatigue cycles.
Owing to the electrolytic polishing before the
observation, it is recognized in the secondary
electron image that the specimen surface was
very flat.   On the other hand, a few band-like
structures formed along the primary slip vector
are visible in the ECC image. Being absent in
the secondary electron image, the band-like
images should be due to some structural
changes inside the surface layer of the speci-
men. 

The ECC images of the specimens having
[123], [111], [100] and [211] stress axes are
presented in Fig. 5.   Figure 5(a) is a high mag-
nification photograph of the band-like struc-
ture shown in Fig. 4.   It is apparent that the
band is composed from regularly-spaced walls
whose average spacing was about 1.4 µm.
This morphological feature is identical to the
PSB which have been observed using conven-
tional TEM [34, 35] by incorporating contrast
reversal in the ECCI.   (Bright contrast corre-
sponds to the region of high dislocation densi-
ty in the ECCI, as opposed to the TEM obser-
vation.) Hence, it can be concluded that the
band-like structures detected by the ECCI
were the PSBs formed at surface layer.

The ECCI observation at the single crystal
having [211] axis revealed similar band-like
structure formed along slip direction.
However, the wall structure inside the band
differed from that of the PSBs at the single-slip
orientation.   Although the dislocation walls of
usual PSBs are arranged perpendicular to slip
vector, the walls in the [211] specimen were
perpendicular to stress axis.   This kind of
unusual wall arrangement has not been report-
ed as far as we know, even in TEM observa-
tion. 

The [111] and [100] specimens exhibited
different dislocation structures considerably
from the [123] specimen.   In the [111] speci-
men, sinusoidal dislocation walls arranging
perpendicular to tensile axis are clearly visible.
This structure is analogous to the results of
TEM observation in the specimen of the same
orientation [36].   The dislocation structure of
the [001] specimens observed by the ECCI is
composed from two kinds of parallel disloca-
tions walls.   These walls are intersected each
other almost at right angle.   This special struc-
ture has also been reported in TEM observa-
tion [37] and is called “labyrinth structure”. 

Stainless steels

The ECCI can provide new insights into
fatigue damage evaluation as mentioned
above, owing to its nondestructive way of
observation.   From a viewpoint of practical
applications, it seems important to confirm that
evolution of dislocation structure in engineer-
ing materials such as stainless steel can be
detected using the ECCI method. Hence, the
ECCI observations were performed also on
austenitic stainless steel polycrystals (Fe-19Ni-
11Cr alloy) subjected to high-cycle fatigue.

The Fe-19Ni-11Cr alloy specimens were
annealed at 1473 K for 1 hour.   Resultant
average grain size was approximately 120 µm
and a yield stress at monotonic tensile test was
90 MPa.   The stainless steel specimens were
fatigued at constant stress amplitude of 140
MPa.   The number of cycles to failure (fatigue
life) at 140 MPa stress amplitude was found to
be about 105 cycles.

Figure 6 shows the ECC images of the
stainless steel fatigued until 5 � 104 cycles.
This number of cycles corresponds to about
half of the fatigue life.   It is confirmed that the

Fig. 4. Secondary electron and electron chan-
neling contrast images of the same
position of (111

-
) crystal surface.   The

images are taken after 1500 cycles in
the copper single crystal having [123]
stress axis.

Fig. 5. Electron channeling contrast images in the fatigued copper single crystals of (a) [123] axis after
1500 cycles, (b) [111] axis after 4000 cycles, (c) [100] axis after 5000 cycles and (d) [211] axis
after 5000 cycles.   Observation planes are parallel to (111

-
), (11

-
0), (010) and (01

-
1) for the [123],

[111], [100] and [211] specimens, respectively.
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ladder-like dislocation structures of PSBs
formed at the fatigued stainless steel were visi-
ble in the ECC images, as well as in the copper
single crystals.   The dislocation walls had
somewhat irregular shapes in comparison with
that of the copper.   Preferential formation of
the PSBs along an annealing twin boundary
was also recognized.   The preferential PSB
formation has been attributed to elastically
incompatible stresses exerting locally along
the twin boundary [38, 39].

One can consider that the most important
advantage of the ECCI is the nondestructive
observation of dislocation structure.   The non-
destructive observation enables us to estimate
fatigue damage continuously even during
fatigue process.   This kind of the estimation
would help us to understand dislocation
processes leading to fatigue cracking, but has
been impossible as long as the TEM is used.
For this reason, the authors tried to show the
change in dislocation structure of the same
grain, by repeating cycle interruption and sub-
sequent ECCI observation. 

The dislocation structures of the same grain
at 103, 104 and 105 cycles are presented in Fig.
7.   It is recognized that the self-organization
of dislocations already started even at 103

cycles.    The ECC image at 104 cycles
revealed that the dislocation walls changed its
shape into irregular ones due to further fatigue
cycling.   At 105 cycles, the appearance of cell
structure having slight misorientation was
detected in the vicinity of grain boundary.   It
is likely that formation of the cell structure is
attributed to secondary dislocations activated
due to grain boundary incompatibility. 

Summary
The dislocation structures developed in the

fatigued copper and stainless steels were non-
destructively observed in SEM by imaging the
electron channeling contrast appropriately.
Because the ECC images were almost identical
to the TEM observation in the copper single
crystals, it seems possible that the ECCI
method will replace the conventional TEM
technique, at least for the investigation of
fatigued structures.   It is also suggested that
the ECCI is useful in estimating the fatigue
damage of engineering materials such as stain-
less steel, from the result that the change in
dislocation structure at the same position was
successfully depicted. 
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Introduction

The structural analysis of protein by
solution NMR completely differs from the
structural analysis of natural products or
synthetic organic compounds. 

In the structural analysis of a natural
product or a synthetic organic compound,
analysis target is compound whose primary
structure is completely unknown. However,
the target of the solution NMR for protein is
the protein whose primary structure is known.
Purpose of the solution NMR for protein is the
analysis of higher order structure. The
structural analysis of the protein performed
daily in many research institutes is not a
complicate work in which many organic-
chemists are afflicting their head in front of
various spectra but a simple work which is
performed mechanically. A machine may truly
draw a final result. Thus, the structural
analysis of protein by the solution NMR is not
so complicated and so difficult as is generally
thought.

On the other hand, although it is generally
considered that an instrument that can perform
protein NMR measurement is excellent, what
is the reason for an NMR instrument to receive
such an evaluation? In order to obtain the
spectrum for performing analysis of the higher
order structural of protein, an NMR
spectrometer with high accuracy, high
stability, and high sensitivity is needed.

The demand from such research of the
protein NMR contributed greatly not only to
the development of the NMR instrument, but
also to the development of the NMR
spectroscopy itself including an application to
other fields in the last ten years.

It may not be an overstatement that this
contribution produced the predominant
position of the protein NMR in the current
world of NMR.

The new spectrometer ECA of JEOL is
fulfilling the performance required for various
NMR measurements which are used for higher
order structural analysis of protein. The
spectrometer can demonstrate the ability for
not only the protein NMR but also various
measurements.

In this article, the ability of ECA is
introduced through protein solution NMR
while explaining the outline of fundamental
protein solution NMR.

Solution NMR for Protein 
First of all, the outline of protein solution

NMR is explained here. The contents
mentioned are about the very fundamental
outline and may differ slightly from what is
studied in the so-called “latest field”. The
solution NMR of the protein described here is
at the level where structural analysis is made
as a routine.

Sample preparation

The protein sample which is used for the
hither order structural analysis by NMR is in
many cases, labeled with a stable isotope by
biological synthesis.

Usually at first, a manifestation system of
target protein is established by using
Escherichia coli whose gene is manipulated,
and is cultured in a culture medium in which
carbon and nitrogen source labeled by a stable
isotope (such as glucose whose entire carbon is
labeled by 13C and ammonium chloride whose
all nitrogen is labeled by 15N) are added. Then
the protein whose entire carbon and nitrogen
are labeled by the stable isotope can be
obtained.

The obtained protein, which was labeled by
a stable isotope is purified by LC, etc and then
condensed by ultrafiltration, and then
measured by NMR.

There are required cautions different from a
general organic compound for sample
preparation of biological samples. The
conditions and notes required for the
preparation of the protein solution sample used
in usual NMR measurement are explained
below. 

� Handling of sample solution
The protein aqueous solution generally has

a high viscosity and because it does not fall
down inside of the sample tube once it adheres
to glass surface, the detection quantity of the
NMR measurement will decrease, and

sensitivity will decrease sharply. Therefore,
taking careful precautions are required for the
handling of a precious sample in order to
prevent any loss.

In order to smooth the surface of glass or
plastic and to suppress the adhesion or the
variance of a sample on the surface to a
minimum, silicon coating is applied to the
instrument used for sample preparation
including the NMR sample tube. Moreover, in
order to pour the sample solution into the
NMR sample tube without touching the inner
wall as much as possible, the long Pasteur
pipette that reaches the bottom of the NMR
sample tube is prepared (Fig. 1).

� Solvent
In order to maintain the higher order

structure in the living body, the protein is
measured in the aqueous solution in principle.
However, if deuterated water is used as a
solvent because a protein has many
exchangeable amide protons, many
information will be lost by carrying out
deuterium substitution of the amide proton
which serves as a key in the analysis of a
spectrum. Thus, water (H2O) is used for
sample preparation, though usually about 10%
of deuterated water is added in this water
solution for NMR lock.

� Concentration
The concentration should be adjusted about

1mM (0.4mM-2mM). If solubility is high, the
sample can be adjusted for the concentration,
from 5mM to 10mM. But an association
between molecules may occur in the solution if
concentration is too high. Since line width of
the signal may spread or higher order structure
may change occasionally if association of
molecules occurs, in order to prevent the
unexpected analysis result caused by
association, it is necessary to check the
existence of association by comparing line
shapes between the low and high concentration
samples.

� pH 
pH of the protein sample should be adjusted

to about five to seven. Exchange speed of

Protein NMR
_Ability of the JNM-ECA series_
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exchangeable protons, such as an amide
proton, is made slow by lowering pH.
However, since the higher order structure may
change when pH is low, it is necessary to
confirm by the circular dichroism (CD)
spectrum, etc.

� Buffer
In order to prevent the signal of buffer

solution from hampering the spectrum
analysis, the buffer solution without protons
should be used. The typical examples are
deuterated phosphoric acid buffer, deuterated
acetic acid Buffer, and others.

� Temperature
In order to bring the temperature close to

the temperature in the living body, it should be
kept about 30 to 40�C. By setting a slightly
higher temperature to reduce the viscosity of
solution, the T2 of the protein molecule
lengthens. For this reason, generally a better
spectrum is obtained at a slightly higher
temperature.

� Other
A surface-active agent and a reduction

agent may be added if necessary.

� Degas
If dissolved oxygen is contained in the

sample solution, the relaxation time may
become short due to paramagnetic relaxation,
and the spectrum may cause the loss of
sensitivity. Moreover, it may become the
obstacle for detection of NOE correlation. In
order to prevent these losses by the relaxation
phenomenon, degas is performed to remove
dissolved oxygen. Although the degas has
been performed by methods of decompression
or deoxidization by bubbling of inactive gas,
since it is hard to use bubbling for a system in
which a bubble tends to remain as described in
the following section, and bubbling may cause
inadequate deoxidizing, generally the
decompressing method is used. In the
decompressing method, degas is performed
under weak decompression at about several
mmHg. In this case, careful handling is
needed, so that the sample solution may not be
lost by the bumping. 

frequently. In order to obtain a good spectrum,
it is necessary to perform sufficient resolution
adjustment for each measurement sample. 

Rotating a sample tube is not likely in
measurement of protein solution NMR.
Therefore, in order to obtain a good spectrum,
it is necessary that the resolution is adjusted
firmly not only using the Z-axis but also using
the X and Y-axis, and the higher order shim
axis.

� Measuring pulse duration 
Since a pulse width may change depending

on the difference of salt concentration in the
aqueous solution sample of the protein as
described above, a pulse width must be
measured for every measurement sample in
principle. Since many RF pulses are arranged
for the pulse sequence used with protein
solution NMR, very small shift of a pulse
duration influences quite greatly on the whole
sequence. Therefore, before performing a
higher order NMR measurement, the pulse
duration is measured by using the signal of
target protein, and a higher order NMR
measurement is performed 
using the measured value. 

� Checking sample by NMR
The protein solution sample must be

verified by NMR if there is a possibility of
deterioration after being kept for a long term
since sample preparation. However, because
several thousand of the overlapped 1H signals
appear in the protein 1-dimensional NMR
spectrum, not only analysis of the spectrum
but also checking the sample using the
spectrum cannot be carried out in most cases.
Then, generally, the protein sample is checked
using the two-dimensional NMR spectrum of
15N-1H HSQC . When the pattern of a signal in
the HSQC spectrum is abnormal and the phase
of the spectrum cannot be adjusted, the target
protein is likely to be broken.

Spectrum Analysis 
(Assignment of Signal) 

The most work in protein solution NMR is
for the signal assignment of 1H spectrum. The
amino-acid sequence of protein’s primary

� Bubble
Once the protein aqueous solution bubbles,

removing bubbles will be very difficult.
Therefore, at the time of sample preparation, it
is necessary to be careful so that bubbles will
not be made. Especially when you use a
symmetrical micro cell with corrected
magnetic susceptibility (Fig. 2), it is necessary
to remove air bubbles completely because the
static magnetic field is disturbed by the
difference of the magnetic susceptibility
between solution and air if air bubbles exist
near the observation area. Moreover, air
bubbles may be generated not only at the time
of sample preparation but also by temperature
change under NMR measurement, and that
may decrease the resolution.

� Preservation
An azide is added to prevent the generation

of mold. Although it is dependent on a kind of
protein and the conditions of sample
preparation, a protein sample can be used for
several weeks if preserved in the refrigerator.
At any rate, although the term may differ,
since protein breaks gradually, it is necessary
to observe it carefully.

Measurement Preparation

� Shim adjustment
If a sample preparation finishes and a

measurement sample is inserted into the SCM,
first, turn on the NMR lock and adjust the
resolution. As usually the protein solution
NMR is measured in the water solution in
principle, it is necessary to eliminate a huge
water signal which is several 10,000 times to
several million times the 1H concentration of
the target protein. The signal of water has to be
narrow enough in order to eliminate the signal
of water selectively by the pulse technique
until the multinuclear multi-dimension
measuring method was introduced. At the
same time, if the line shape of a signal is
narrowed, the S/N improves and as a result, a
good spectrum can be obtained. The S/N
improvement is presently the main purpose for
resolution adjustment, as the multinuclear
multi-dimension measuring method is used

Fig. 1. Pasteur pipette for sample preparation.

Fig. 2. Susceptibility corrected symmetrical micro cell.



structure is determined at manifestation of the
protein, and there is no chance in which NMR
is used for the analysis of amino-acid
sequence. It is the higher order structure of
protein that must be determined by NMR
spectroscopy. Main purpose of NMR is to
make higher order structure on the basis of the
distance information of NOE. Therefore, in
order to clear the position of NOE signal
between protons in the protein, it is the main
role in the many measurements to assign 1H
signals from various measurement results.
However, it is not so easy to assign the signal
of the 1H spectrum that consists of several
thousand protons. The overlapped signals are
dissociated by using 3 dimensional and 4
dimensional measurements and are assigned to
known amino-acid sequences. The spectrum
has a specific pattern for every amino acid
residue, and the chemical shift or the spin-
coupling constant has a characteristic law that
makes it possible to assign the signals.
Therefore, the automation to assign the protein
spectrum is being progressed now. The
features of the protein NMR spectrum are
introduced below. 

� Chemical shift
The 1H chemical shift of protein is roughly

limited for each environment of the amino acid
(Fig. 3). That is, the proton signals of the
amino-acid group are observed around the
following chemical shift range, respectively. 

� Amide proton: Near 8 ppm, 
� Aromatic ring of side chain: Near 7 ppm,
� Proton of � position: Near 4 ppm 
� Proton of � position: Near 2-3 ppm
� Methyl-group: Near 1 ppm

There is the same correlation in the
chemical shift of 13C. Selective excitation for
each carbon area by dealing with the carbon of

� or � position and carbonyl carbon just like
other nuclides is utilized in the various
measuring methods for an assignment in 13C
spectrum. Although it is not directly related to
the assignment of amino-acid sequence,
change of the chemical shift originating in the
higher order structure can be seen. For
example, the signal of the proton at � position
shifts to the high magnetic field in an �-helix
structure, and it shifts to low magnetic field in
a �-sheet structure. In addition, a proton signal
may shift about �1 ppm by the position
related with the aromatic ring of a side chain.
Moreover, in a protein including metallic
bond, a quite big shift can be observed at the
part bonded with metal. 

� Homonuclear spin-coupling
Since the amino acid that constitutes protein

is connected by a peptide bond, the spin
coupling between 1H-1H is divided by the
carbonyl group, and the spin coupling between
1H-1H is restricted in the same amino-acid
residue. Therefore, the pattern of the spin
coupling between 1H-1H (Fig.4) is charac-
terized for every kind of amino acid, and the
amino acid is identified using this fact.
Moreover, dihedral angle � derived from the
spin-coupling constant between the proton of
an � position and an amide proton 3JH�HN is
useful to determine secondary structure of the
main chain. 

� Heteronuclear spin-coupling
The spin-coupling constants other than 1H-

1H coupling related to the main chain are
almost fixed as shown in Fig. 5, and they are
used for selection of the pathway of
magnetization transfer. Each signal is assigned
by dividing the overlapped 1H signal into the
chemical shifts of 13C or 15N using the multi-
dimension NMR spectrum. Thus, the chemical

Fig. 5. Typical spin-coupling constant in the amino acid residue.

Fig. 6. The method of the sequence specific chain assignment.

Table 1.  Signal intensity of the NOE and roughly estimated 
distance between atoms.

Signal intensity of NOE Maximum value of distance
Small 5Å
Middle 4Å
Large 3Å

Fig. 3. Typical chemical shift of 1H in protein.

Fig. 4. Example of the spin coupling network by COSY of the
1H spin system of amino acids. 

shift and the spin-coupling constant are
utilized in various multinuclear multi-
dimension measurements for the assignment of
signals. 

� NOE
NOE correlation is used for higher order

structural analysis. Furthermore, 1H
homonuclear NOE between an amide proton
and a proton of an �  position which
sandwiched the carbonyl group shows that the
two protons belong to the amino-acid residue
which adjoined each other through the peptide
bond, and the 1H homonuclear NOE is used for
assignment of the amino-acid sequence by 1H
homonuclear experiment. 

This technique is called Sequence-specific
resonance assignments method combining
with the classification information of the
amino acid determined on the basis of the spin
coupling or the chemical shift (Fig. 6).

Higher Order Structural Analysis
If assignment of the signal is completed,

you can carry out the higher order structural
analysis. The higher order structure of protein
consist of the secondary structure like an �-
helix structure or a �-sheet structure whose
amino-acid sequence forms with stereo
specific regularity in protein, tertiary structure
where some secondary structures have been
arranged spatially, and the quaternary structure
where the domain built with the three-
dimensional structure has been arranged
spatially. The clarification of the higher order
structure is the purpose of structural analysis in
a protein solution NMR measurement.

As described above, the amino-acid
sequence’s primary structure of protein is
known, and the protein structure constructed
by entangling known polypeptide chain is
solved using the information that can be
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acquired from NMR.
In this measurement, the structure

optimization calculation algorithm is used such
as the distance geometry method and
restrained molecular-dynamics method with
restraint conditions. In any case, a number of
NOE signals including distance information
are collected from NMR spectrum as much as
possible. If the information of NOE signals are
given to the calculation program as the
parameters, the computer will estimate the
higher order structure where a computer
sufficiently demonstrates the capability. Work
of researcher is judging whether the structure
estimated by the computer is right or not, and
considering the interpretation to the structure. 

� Distance information of NOE signal
Usually, the strength of NOE is in inverse

proportion to the 6th power of distance
between protons. Therefore, if quantitative
analysis of the NOE is carried out, an exact
distance between atoms can be found.
However, the cross relaxation caused by NOE
phenomenon has many relaxation paths other
than the direct cross relaxation path between
two nuclei. Therefore, NOE is classified into
about 3 stages of "large NOE", "middle NOE
", and "small NOE", without exact analysis,
and it is considered as the restriction
conditions for the maximum value of the
distance between atoms (Table 1).

� Distance geometry method
A set of the distance information and a

dihedral angle gives spatial position
information of the atoms, and the technique to
induce structure on the basis of the information
is the distance geometry method. Usually, a
structure calculation is progressed by fixing
the bond length of a covalent bond and a bond
angle to the standard value of a common

protein, and using a dihedral angle as a
variable. Some structures converged in the
direction which fulfills the restraint conditions
of the distance of NOE are taken out, and the
structure thought as the most suitable is made
into the last structure. 

Although the calculation is also quick and
the load to the computer is also small since this
technique has few variables, it is difficult to
converge on true structure since a structural
change is restricted by atomic contact (the
passing through of covalent bonds is not
possible).

Therefore this method is used to search an
initial structure for the molecular-dynamics
method as described below.

� Restrained molecular-dynamics method
Molecular Dynamics method is a technique

generally used in order to carry out the
simulation of the molecular motion. This
method vibrates a molecule virtually and
optimizes the structure. The molecular
dynamics method with additional restraint
condition of distance from NOE as a potential,
is called molecular dynamics method, and
used in the solution NMR of protein. Since this
method uses Cartesian coordinate as position
information, and has many variable
parameters, a lot of calculations are necessary,
and the load to a computer is also large.
However, at present, since calculation time is
shortened by fast progress of the calculation
capability of a computer, this technique is
frequently used. 

� Simulated annealing method
As one of the techniques of the molecular-

dynamics calculation, there is the simulated
annealing method. This calculation technique
is mainly used for the protein structure
optimization calculation. 

The simulated annealing method differs
from ordinary molecular-dynamics calculation.
In this method, the molecular motion is
intensified by setting the parameter that
contributes to a covalent bond weak in the
initial stage of a calculation and raising the
temperature of the system abruptly in the
initial stage of a calculation. After that, while
lowering the temperature of the system
gradually and making the molecular motion
slow, each parameter is strengthened and the
structure is converged. This method can
prevent the convergence to pseudo-structure
by preventing a structural change caused by
atomic contact.

Ability of ECA

Adopting multi-sequencer system
The multi-sequencer system, which is an

effective system in the multi-channel
measurement used abundantly in protein
NMR, is adopted in the ECA spectrometer
(Fig. 7). A multi-sequencer system points out
the parallel processing mechanism of the pulse
output by two or more sequencer units. The
sequencer unit controls the pulse-output timing
and the high-speed parameter setting. Two or
more sequencer units independently control
the pulse of each channel including PFG. The
unit called master sequencer can flexibly
control all the complicated pulse programs at a
high speed including the pulse sequence for a
protein NMR measurement by controlling the
output timing of each sequencer. 

Direct Digital Synthesizer

Each sequencer unit is individually
connected with the DDS (Direct Digital
Synthesizer) daughter card which generates the
digital intermediate frequency (IF), and
controls the digital output. The DDS daughter

Fig. 7. Multi-sequencer system. 

Fig. 8. Selective excitation profile by Gauss
pulse. 
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card precisely controls the offset frequency,
the phase and the amplitude of RF transmitted
frequency at a high speed. Since the DDS
daughter card digitally modulates IF, the pulse
shape of a selective excitation pulse can also
be outputted with very high accuracy.
Moreover, since the RF modulation of a
selective excitation pulse is controlled by
calculation value for the formula, an error
against the ideal waveform can be suppressed
to a minimum by comparison with the list of
format. 

The excitation profile of the Gauss pulse
with 1ms pulse duration is shown in Fig. 8. It
shows that the selective excitation is carried
out correctly. 

Long term stability

The protein NMR measurement is basically
a higher order measurement, and almost
measurements require a very long-term period.
Several days are required for one measurement
on general conditions, in some cases one week
or so is required. Therefore, it is necessary to
keep the spectrum stability in the long term by
keeping the stability of RF and controlling the
temperature.

The ECA spectrometer has realized very
high stability by optimizing all the circuits
related to spectrum stability. Very good RF
stability is shown in the 30 degrees pulse

stability test (Fig. 9a). Very excellent stability
is also shown in the stability test by hetero spin
echo experiment (Fig. 9b).

Protein spectra of ECA 
The ECA spectrometer can be applied to

measurement of the protein solution NMR.
Here, a part of pulse sequence, which is
provided as standard for the solution NMR of
protein in the ECA, is introduced with data
shown. All the spectra are measured for
ubiqitin labeled 13C and 15N by using the
ECA600 spectrometer (Fig. 10a). Although
the pulse sequence diagram is shown for each
sequence, the contents of the pulse sequence
provided as standard may change without a
prior notice. 
15N-1H HSQC 

15N-1H HSQC experiment  is to obtain the
correlation of 15N and a proton. A cross peak
appears in the position in which the chemical
shift of the amide proton directly bonded with
15N and the chemical shift of 15N intersect (Fig.
10b). 

13C-1H HSQC
13C-1H HSQC is the experiment for

obtaining the correlation of 13C and 1H. A
cross peak appears in the position in which the
chemical shift of 1H directly bonded with 13C

and the chemical shift of 13C is crossed (Figs.
11a and 11b).  

HNCO 

HNCO is a 3D measurement for obtaining
the correlation between an amide proton of the
main chain and a carbonyl carbon of the
peptide bond. In the two dimensional spectrum
sliced on the chemical shift of 15N, the cross
peak between an amide proton of the specified
amino acid and a carbonyl carbon in the same
peptide bond appear (Figs. 12a to 12e).

HNCA 

HNCA is a 3D measurement for obtaining
the correlation between an amide proton and
the carbons of �  position. In the two-
dimensional spectrum sliced on the chemical
shift of 15N, the correlation signals  between
the amide proton of the specific amino acid
and both �-carbons within the same amino
acid residue appears; also, in adjacent amino
acid residue connected with the same peptide
bond appear as the cross peaks (Figs. 13a to
13e).

HN(CO)CA

HN(CO)CA is a 3D measurement for
obtaining the correlation between an amide
proton and the �-carbon of adjacent amino
acid residue.

(a) 30deg pulse stability test, Standard deviation : 0.09%.

Fig. 9

(b)  Hetero spin echo spectrum of 1% CHCl3.

1H

15N

Gz

15N-1H HSQC

(a) Pulse sequence of 15N-1H HSQC.

Fig. 10

(b)  15N-1H HSQC spectrum.
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Since the magnetization transfer through
carbonyl carbon differing from HNCA, the
correlation signal with the �-carbon within the
same amino acid residue does not appear. 

In the 2D spectrum sliced on the chemical
shift of 15N, the correlation signal between the
amide proton of the specific amino acid and
the � -carbon in the adjacent amino acid
residue connected by the peptide bond
belonging to the amide appears as a cross peak
(Figs. 14a to 14e).

HNCACB
HNCACB is a 3D experiment for obtaining

the correlation between an amide proton and
the carbon of � position and � position. In the
two-dimensional spectrum sliced on the
chemical shift of 15N, the correlation signal
between the amide proton of the specific
amino acid and both the �-carbon and �-
carbon within the same amino residue appear,
and also the adjacent amino residue connected
by the peptide bond belonging to the amide
proton appear as the cross peaks. Moreover,
the signal phase  reverses by �-carbon and �-
carbon (Figs. 15a to 15e).

CBCA(CO)NH 

CBCA(CO)NH is a 3D measurement for
obtaining the correlation between an amide
proton and the carbon of � and � positions. 

Since the magnetization transfers via
carbonyl carbon differing from HNCACB, a
correlation signal within the same residue does
not appear. In the two-dimensional spectrum
sliced on the chemical shift of 15N, the
correlation signal between the amide proton of
the specific amino acid and � and � carbon in
the adjacent amino acid residue appear as the
cross peaks (Figs. 16a to 16e).

HBHA(CBCACO)NH

HBHA(CBCACO)NH is a 3D meas-
urement for obtaining the correlation between
an amide proton and the proton of � and �
positions. Same as CBCA(CO)NH, since the
magnetization transfers via carbonyl carbon, a
correlation signal between protons within the
same amino acid residue does not appear. In
the two-dimensional spectrum sliced on the
chemical shift of 15N, the correlation signals
between the amide proton of the specific
amino acid and � and � proton in the adjacent
amino acid residue appear as the cross peaks
(Figs. 17a to 17e). 

15N-edited NOESY 
15N-edited NOESY is a 3D measurement

for obtaining NOE correlation between an
amide proton and the proton which is in near
space. 

In the two-dimensional spectrum sliced on

the chemical shift of 15N, the correlation
signals between the amide proton of the
specific amino acid and the protons that are
closely spaced appear as the cross peaks (Figs.
18a to 18d).

HCCH-TOCSY

HCCH-TOCSY is a 3D measurement for
obtaining the spin network between the
protons of a side chain.

In the two-dimensional spectrum sliced at
the chemical shift of 13C, the correlation
signals between the protons which is bonded
with the carbon directly and the protons in the
same amino acid residue appear as the cross
peaks (Figs. 19a to 19e).

Conclusion
Although it tends to be thought that the

higher order structural analysis of a protein by
solution NMR is a very difficult field for an
inexperienced person, both measurement and
analysis of the spectrum is not so difficult at
present. Especially automation of analysis is
increasingly advancing; completely automated
analysis of protein that consists of a certain
number of amino-acid residues will be
performed in the near future. The structural-
analysis technique by the solution NMR of
protein, which is explained in this article, is
already established as a routine-work system,
and is used as a stereo-structure analysis of
new protein at laboratories worldwide. Of
course in the future, much advanced research
techniques on protein are required, such as the
evolution to dynamics of protein, the
structural-analysis technique for the protein
having very large molecular weight, and a
measurement in a certain solid state being
applied to the protein film.

Therefore, high-level requirements for the
NMR instrument will increase. By solving
these requirements with cooperation among
industry, university and government, the NMR
spectroscopy will be further developed, and
possibly new research fields will be created.
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(a) Pulse sequence of 13C-1H HSQC.

(b)  13C-1H HSQC spectrum.
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Fig. 12

Fig. 13

Fig. 14

Fig. 15

(a) Pulse sequence of HNCO.

(b) 3D cubic display of HNCO spectrum.

(d)Projection of HNCO spectrum to the XY plane.

(c) Schematic diagram of
HNCO spectrum.

(e) Spin system related
to the measurement.

1H

19N

13CO

13C�

Gz

HNCO

(a) Pulse sequence of HNCA.

(b) 3D cubic display of HNCA spectrum.

(d)Projection of HNCA spectrum to the XY plane.

(c) Schematic display of 3D
HNCA spectrum. 

(e) Spin system related
to the measurement.

H

N

CO

HNCA

(a) Pulse sequence of HN(CO)CA.

(b) 3D cubic display of HN(CO)CA spectrum.

(d)Projection of HN(CO)CA spectrum to the XY plane.

(c) Schematic diagram of
HN(CO)CA spectrum.

(e) Spin system related
to the measurement.
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HN(CO)CA

(a) Pulse sequence of HNCACB.

(b) 3D cubic display of HNCACB spectrum.

(d)Summation of HNCACB spectrum to the XY plane.

(c) Schematic diagram of
HNCACB spectrum.

(e) Spin system related
to the measurement.
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Fig. 16 Fig. 18

Fig. 19Fig. 17

(a) Pulse sequence of CBCA(CO)NH.

(b) 3D cubic display of CBCA(CO)NH spectrum.

(d)Projection of CBCA(CO)NH spectrum to the XY plane.

(c) Schematic diagram of
CBCA(CO)NH spectrum.

(e) Spin system related
to the measurement.

H

N

CO

CBCA(CO)NH

(a) Pulse sequence of HBHA(CBCACO)NH.

(b) 3D cubic display of HBHA(CBCACO)NH spectrum.

(d)Projection of HBHA(CBCACO)NH spectrum to the XY plane.

(c) Schematic diagram of
HBHA(CBCACO)NH spectrum.

(e) Spin system related
to the measurement.

HBHA(CBCACO)NH

(a) Pulse sequence of HCCH-TOCSY.

(b) 3D cubic display of HCCH-TOCSY spectrum.

(d)Projection of HCCH-TOCSY spectrum to the XY plane.

(c) Schematic diagram of HCCH-
TOCSY spectrum.

(e) Spin system related
to the measurement.
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(a) Pulse sequence of 15N-edited NOESY.

(b) 3D cubic display of 15N-edited NOESY spectrum.

(c) Schematic diagram of 
15N-edited NOESY spectrum.

(d)Projection of 15N-edited NOESY spectrum to the XY plane.
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Introduction

According to the 2002 ITRS (International
Technology Roadmap for Semiconductors)
Update, reticles for the 100 to 90 nm
technology node require pattern accuracies of
21 to 19 nm (image placement) and 8 to 4.2
nm (CD uniformity).  E-beam mask writers
need to achieve this strict CD uniformity
without compromising the writing speed.  This
is a significant engineering challenge in
designing the system.  JEOL has developed a
new electron beam mask writing system, JBX-
3030MV, needed for production of masks for
100 to 90 nm technology node through
substantial improvements to the existing JBX-
9000MV1) series.  The improvements
incorporated and the results of evaluation will
be introduced in this paper.

System Concept and
Improvement

Target Specifications

Tables 1 and 2 show the performance
specifications and system specifications of the
JBX-3030MV.  The new system maintains
some of the features of the JBX-9000MV

series, including a variable shaped beam, 50
kV accelerating voltage, a step-and-repeat
stage system.   

System Configuration

Figure 1 is the system block diagram of the
JBX-3030MV, outlining improvements
incorporated in the 9000MV series to support
higher accuracies and larger data volume.
These improvements will be discussed in the
sections below.

Improvements

Electron Optical System
Figure 2 is a ray diagram of the JBX-

3030MV electron optical system.  The column
incorporates an LaB6 electron gun for 50 kV
accelerating voltage, 4 stage electromagnetic
lens, rotation lens, blanking electrode, beam
shaping deflector, beam positioning deflector,
dynamic focus lens, and dynamic astigmatism
corrector.

The system has a sub deflector in addition to
the single stage beam positioning deflector to
enhance the shot cycle speed.  As a result, the
beam OFF time per shot was reduced to 1/3 of
the previous model.  This beam OFF time is
expected to be reduced further when the DAC/

AMP is improved.  In addition, the electron
optical system was improved to speed up the
exposure process, increasing the current
density to 20 A/cm2 from 10 A/cm2.  A 45
degree triangle beam shaping system was also
incorporated to reduce the number of shots
needed to write 45 degree oblique lines.

Improved PEC
The proximity effect correction system of

the previous system is designed to map
accumulated energy distribution when the
pattern is written with a constant shot time and
correct the shot time per pattern to cancel the
proximity effect per micro area (partition).  It
does not consider that the backscattered
electron energy intensity in a micro area
changes according to the shot time correction
applied to peripheral areas other than the target
micro area.  Thus, the proximity effect cannot
be fully corrected when the accumulated
energy intensity in the area changes due to
shot time correction in peripheral areas
resulting from proximity correction.  We
improved the proximity effect correction
system by recalculating the accumulated
energy intensity of backscattered electrons
according to the shot time of the exposed
pattern to which proximity correction has been

Development of the JBX-3030MV Mask Making
E-Beam Lithography System

Yasutoshi Nakagawa, Tadashi Komagata, Yuichi Kawase
and Nobuo Gotoh

Semiconductor Equipment Division, JEOL Ltd.

An advanced electron beam lithography system for reticles production has been developed for the 90 nm
technology node. The JBX-3030MV features a variable shaped beam, 50kV accelerating voltage, and a step-and-
repeat stage.  The tool incorporates new technologies, including a high resolution, high current density electron
optical system, a triangle beam system, a high speed electrostatic beam deflection unit, a high accuracy PEC
(proximity effect correction) system, and a glass-in glass-out material handling unit.

The system achieves a global CD (critical dimension) accuracy of 4 nm (3�), and a placement accuracy of �8
nm, while maintaining an exposure speed up to 3 times faster than the previous model.

� CD Accuracy
CD Uniformity within Plate 8 nm (3�)
CD Linearity 15 nm p-p

� Field Stitching Accuracy �10 nm
� Position Accuracy �12 nm

Table 2. System specifications of JBX-3030MV.

Beam shape Variable
Beam deflection Vector
Stage movement Step and Repeat
Standard mask size 152 mm
Accelerating voltage 50 kV
Current density 20 A/cm2

Max. beam size 1 um
Field size 1 mm
Beam grid increment 1 nm

Note: Field shift writing performed twice

Table 1. Performance specifications of JBX-3030MV.
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Fig. 1. Block diagram of JBX-3030MV.

applied.

Enhanced Speed Data Transfer System
The 3030MV supports a new format,

JEOL52V3.1, in addition to JEOL52V2.1 and
JEOL52V3.0 used in the 9000MV series.
JEOL52V3.1 format has reduced the data
volume, compared to JEOL52V3.0. Figure 1
shows that the system stores the pattern data to
write in the disk of the control workstation,
and compacts and saves the data in the data
memory (double buffer) of the CPU-3 upon
the start of exposure.  If the data volume
exceeds the memory size, the system will store
the data in units of field. The system unzips
and transfers the data to the shot partition unit,
where the data is divided into rectangles and
trapezoids. The sort circuit will separate the
data into shots to determine the shot exposure
sequence.  Concurrently, the proximity
correction unit of the CPU-4 will calculate the
energy intensity distribution per field of
backscattered electrons and map the proximity
effect correction data.

The system will calculate the shot time for
the data forwarded from the sort unit in the
order of exposure, taking into consideration
proximity correction and fogging correction
(in mm).  The shot time thus determined for
each shot will be forwarded to the blanking
amplifier.  The system will further apply
various correction data, including the size,
position, dynamic focus, and dynamic
astigmatism, to the data from the sort unit, and
forward the corrected data to the DAC/AMP.

New Material Handling Unit
One of the factors that degrade the global

placement accuracy is temperature fluctuation
of the mask blank being exposed.  To
minimize this error, the 3030MV incorporates
a loading system designed to handle mask
blanks without cassettes.  Mask blanks are
stored in a mask stocker where the temperature
fluctuation is controlled to �0.01�, and will be
loaded to the exposure chamber through the
mask exchange chamber by the exposure
program.

Evaluation Results

Resolution
Figure 3 shows two SEM photos

demonstrating pattern fidelities of 240 nm-
Line/Space and 240 nm-Holes on FEP171
resist (400 nm thick).

CD Accuracy
Local CD Accuracy

Figure 4 shows the CD uniformity in a
writing field 1mm by 1 mm.  3-sigma value
was within 3 nm.  An LWM was used for
measurement.

Global CD Accuracy
Figure 5 shows the CD uniformity of

isolated lines (resist image) within a mask
plate.  3-sigma value was within 4 nm.  A CD
metrology SEM was used for measurement.

CD Linearity
Figure 6 shows the CD linearity for isolated

clear lines 200 nm to 1500 nm wide.  The CD
linearity was 7 nm peak to peak.  A CD
metrology SEM was used for measurement.

Fig. 2. Electron optical system.
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Pattern Placement Accuracy

Local Placement Accuracy
Figure 7 shows the local placement

accuracy within an area of 1.1 mm � 1.1 mm
including the field boundary when field shift
writing was performed twice.  An LMSIPRO
was used for measurement.  Accuracies were
measured at 5 locations in the mask blank and
overlapped in the figure.  The maximum error
was less than 6 nm. 

Figure 8 is a histogram of the field gain and
rotation error calculated on the positional data
on the field boundary alone.  The field
stitching accuracy was �5 nm.

Global Placement Accuracy
Figure 9 shows the global placement

accuracy within an area of 133 mm � 133 mm
when field shift writing was performed twice.
An LMSIPRO was used for measurement.
The placement accuracy was �8 nm.

Overlay Accuracy
To evaluate the overlay accuracy, the

positional accuracy within an area of 133 mm
� 133 mm was measured on two masks, and
the difference was calculated.  The placement
accuracy was �7 nm.

Writing Speed
Figure 10 compares the writing speed

between the 3030MV and 9000MV systems.
The writing speed of the 3030MV was three
times faster than the 9000MV series, thanks to
the settling time of the DAC amplifier reduced
by the sub deflector, the higher current density,
and the enhanced data transfer system.

Summary
JEOL developed a new electron beam mask

writing system, JBX-3030MV, for production
of masks for 100 to 90 nm technology node.
Improvements were applied to the proximity
effect correction system, glass-in glass-out
material handling system, and the electrostatic
beam deflection system.

The system achieved a CD uniformity
within a plate of 8nm (3�), a CD linearity of
15nm p-p, a field stitching accuracy of �10
nm, and an image position accuracy of �12
nm.  Writing accuracies of the system meet the
specifications required for the production of
100 to 90 nm node reticles with an
extendibility to 70 nm node reticles.
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240 nm Line and Space

Pattern Fidelity of 240 nm-Line/Space
(FEP171 resist, 400 nm thick)           

240 nm Hole

Pattern Fidelity of 240 nm-Holes
(FEP171 resist, 400 nm thick)

Fig. 3. Pattern fidelity of  line/space and holes.

Fig. 4. CD uniformity in writing field.

Fig. 5. CD uniformity of isolated lines within mask plate.
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Fig. 6. CD linearity for 200 nm to 1500 nm lines.

Fig. 7. Local placement accuracy (1.1 mm�1.1 mm area, 5 locations)

Fig. 8. Field stitching accuracy. 

Fig. 9. Global placement accuracy (133 mm�133 mm area)

Fig. 10. Writing speed.
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Introduction
So far the dominant aberrations, which

deteriorate the SEM image, have been the 1st-
order chromatic and 3rd-order spherical
aberrations of the objective lens. Consequently
column engineers have been struggling  to
“reduce” these aberrations because Scherzer
proved theoretically in 1936 that the chromatic
and the spherical  aberration coefficients are
always positive with the rotationally
symmetric lens. The aberration reduction
technique has been developed such as the
magnetic field immersion objective lens, the
static electric retarding field objective lens and
the compound one of these fields. However,
these objective lenses have limitations of the
resolution as well as of observing conditions.
As for the latter, these are useful only for
horizontal images. On the contrary, there are
several proposals to “vanish” these aberrations
by canceling those positive aberrations with
generating negative ones by adapting another
non-rotationally symmetric multipole lenses
[3]. However sophisticated matters with the
multipole have revealed the difficulties against
constructing a mechanically-precise and
systematically-stable correction system for
several tens of years. Zach et al. have
overcome these difficulties by using 12-pole-
pin multipole computer control system, which
can compensate the miss-alignment factor and
the residual aberration by composing several
multipole fields, di-, quadru-, hexa-, octo-pole
fields [1][2]. 

In the region of the semiconductor
manufacturing, the aberration correction is
suited well to the LSI inspection, which has to
be made with a lower acceleration voltage

such as below 1 keV. In order to show the
practicality and the efficiency of the aberration
correction experimentally, we have developed
and constructed a suitable correction system to
the JWS-7555S(JEOL), the LSI inspection
scanning electron microscope. 

Principles of the Chromatic
and Spherical Aberration
Correction

The principles of the chromatic and spherical

aberration correction, which we have
employed, are based on the Zach’s method
[1][2]. In this section, short explanations for
some key points of his correction principles
are summarized.

Chromatic aberration correction

The 1st-order chromatic aberration in each
X- and Y-direction can be compensated
independently by using four quadru-pole
elements. The electron beam paths, X- and Y-
trajectory, in the corrector are shown

Chromatic and Spherical Aberration Correction
in the LSI Inspection Scanning Electron
Microscope

Kazuhiro Honda†, Susumu Takashima††

† Advanced Technology Division, JEOL Ltd.
†† JEOL Technoservice Co., Ltd.

Fig. 1. Schematic image of an electron beam path in the corrector.

This paper describes the principle and an experimental result of the chromatic and spherical aberration correction
in the scanning electron microscope (SEM) based on the aberration correction method which Zach et al. have
developed with a multipole corrector [1][2]. The equipped corrector has been newly developed and designed to suit
to the JWS-7555S(JEOL) column, which has been used for the LSI inspection in semiconductor manufacturing. In
this use of the SEM, lower acceleration voltage, below 1 keV, has been routinely used nowadays for observing the
LSI specimen to minimize the damage from the electron beam collision and the specimen charging-up. In addition
to that, the largely-tilted SEM image such as 60 degrees is required to observe boundary microstructures. The
objective lens must be conical and has a longer working distance, which increases the aberration coefficients. The
aberration correction can be expected to overcome these difficulties.

We have attained a corrected resolution below 2.5 nm at 1 keV acceleration voltage with the newly installed
aberration corrector.
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schematically in Fig. 1. The quadru-pole field
acts as focusing in X(Y)-direction and
diverting in Y(X)-direction simultaneously.
The electron beam having a round shape,
entered from the left-hand side to the corrector,
is affected by the 1st-stage quadru-pole field
and the X-direction beam is diverted and the
Y-direction beam is focused, for example,
being defined like in Fig. 1. The 2nd-, 3rd- and
4th-stage quadru-pole fields affect the electron
beam shape as shown in Fig. 1 in this case.

As for the aberration correction, not only for
the chromatic but also for the spherical, it is
very important to pass the center of the 2nd-
stage quadru-pole field for the electron beam
in the Y-direction and to pass the center of the
3rd-stage quadru-pole field in the X-direction.
And also important is to keep the stigmatic
condition between the X- and Y-direction
simultaneously. The reason for keeping these
conditions is explained later in this section. In
the 2nd- and 3rd-stages, magnetic quadru-pole
fields are formed within the static electric
quadru-pole fields for the chromatic aberration
correction. The 1st-order electron trajectories (
x (z), y (z): z means the axial coordinate ) are
constrained in eqs. (1) and (2).

Here, Q2,i and  P2,i denote the magnetic and
electric quadru-pole field strength respectively
and the suffix i denotes the quadru-pole stage
number. �0 denotes the specimen potential. e
and me are the electron charge and the rest
mass. In eqs. (1) and (2), only if the {  }t parts
are fixed to certain values, it is able to vary P2

and Q2 arbitrary with keeping the electron
trajectories to certain paths. The 1st-order
chromatic aberration coefficients, Ccx and Ccy

in each X- and Y-direction of the corrector, are
shown in eqs. (3) and (4).

i+j=3). Some octo-pole fields are used to
compensate not only Cs but also Cij

quad, which
are available on the 12 pole-pin multipoles,
and as in the same way, of which 3rd-order
aperture aberration coefficients are defined as
Cij

oct(i,j=0,1,2,3: i+j=3). Then the eqs. (6a) and
(7a) can be re-written as eqs. (6b) and (7b).

If the stigmatic trajectory is kept, the
aberration coefficients C03

oct,2, C30
oct,3, C12

oct,2, C21
oct,2,

C12
oct,3and C21

oct,3 are negligible on the same
reason as the chromatic aberration correction.
Consequently the 3rd-order aperture aberration
correction condition turns out to be the
conditions (8a-d). 

Strictly speaking, in the stigmatic condition,
the following conditions written in eq. (9) are
to be fulfilled.

Then the condition (8d) turns out to be of no
use. The cross-term aberration coefficient
C12

quad,which is fixed after the chromatic
aberration correction being completed, is
compensated by the outer octo-pole fields in
the condition (8c). Then C30

oct,1, C03
oct,1, C30

oct,4and
C03

oct,4, turn to be static values and the inner octo-
pole fields have only to be set to fulfill the
condition (8a) and (8b).

Experimental

System configuration

A schematic diagram of the experimental
aberration correction system is shown in Fig.
2. The corrector is installed in the JWS-
7555S(JEOL) scanning electron microscope,
which consists of the TFE (thermal field
emission) emitter, the probe current control
lenses (CL1, CL2), the intermediate
acceleration lens (Vint) and the compound

Here, m0, mx and my mean the
magnifications of the objective lens, of the
total X- and Y-direction quadru-poles on the
specimen. Comparing the {  }c and {  }t in eqs.
(1)-(4), Q2 part in {  }c is half of that in {  }t,
which means that it is possible to vary Ccx and
Ccy independently and arbitrary with keeping
the electron trajectories to certain paths. If the
stigmatic trajectory condition is kept as in
Fig.1 passing through the center of Q2,2 and
P2,2 in the Y-direction and of Q2,3 and P2,3 in
the X-direction, Ccx and Ccy are controlled only
by changing the combination ratio Q2,2/ P2,2
and Q2,3/P2,3. The total chromatic aberration is
corrected by adjusting the 2nd- and 3rd- stage
quadru-pole fields to satisfy the condition in
eq. (5), where Cco means the chromatic
aberration coefficient of the objective lens.

Spherical aberration correction

In the ordinal round lens, because of the
rotationally symmetric field, the spherical
aberration has only to be concerned with the
3rd-order aperture aberration in one direction.
In the non-rotationally symmetric lens,
however,  composed 3rd-order aperture
aberrations in the X- and Y-directions  appear
explicitly. The 3rd-order aperture aberrations
in the X- and Y-direction, �x and �y, with the
corrector and the objective lens are written as
eqs. (6) and (7).

Here, xi’ and yi’ are slopes of the electron
beam on the specimen in the X- and Y-
direction. Cij denotes the 3rd-order aperture
aberration coefficient, whose suffixes depend
on the x and y composition. Cs means the
spherical aberration coefficient of the objective
lens. In eqs. (6) and (7), The first bracket term
comes from the corrector and the second one
from the objective lens. Re-written forms of
eqs. (6) and (7) turn out to be eqs. (6a) and
(7a) based on the aperture angle composition. 

From eqs. (6a) and (7a), the correction
condition of the 3rd-order aperture aberration
is obtained as eq. (8). 

Now the electron beam is constraint in the
stigmatic trajectory mentioned earlier and
shown in Fig. 1 and the chromatic aberration is
compensated by four quadru-pole elements. In
this condition, quadru-pole fields also generate
the 3rd-order aperture aberrations, of which
coefficients are defined as  Cij

quad(i,j=0,1,2,3:



(magnetic and retarding fields) objective lens
(OL). The corrector is inserted between the OL
aperture and the intermediate acceleration lens
in order to maintain the proper dynamic range
of the corrector driver unit. Because the
column potential is the GND level and the
energy potential below the intermediate
acceleration is boosted in 8 keV and finally it
returns to the original level by the retarding
field, setting the corrector driver unit to the
lower potential produces better dynamic range
compared with setting it to the higher
potential. A schematic diagram of the corrector
is sown in Fig. 3. The corrector consists of 4
stages of 12-pole-pin multipole. In the 2nd-
and 3rd-stage multipole especially, coils are
wound around poles to generate the quadru-
pole magnetic field. The correction control
software is installed into the host computer,
which enables the easy operation of the
complicated 12-pole-pin and 4-stage multipole
system using the graphical user interface
(GUI). The electric and the magnetic potential
V(t,p) are assigned to each pole as in Fig. 4
using trigonometric functions, where Gx and
Gy mean the gain to be controlled. Each
multipole field is loaded simultaneously based
on the linear summation theorem.

A calculated electron beam path is shown in
Fig. 5. In order to maintain the stable condition
of the corrector, the cross-over position of the
inlet side to the corrector is fixed to the
optimum which brings the optimum aperture
angle at approximately 16 mrad on the image
plane. In the outlet side from the corrector, the
beam path goes through near the center of the
intermediate acceleration lens (Vint) so as not
to be bent largely by its strong field. The
objective lens has such a conical shape as to
tilt the specimen up to 60 degrees. So the WD
(working distance) is 4 mm and the Cs=7.5
mm, Cc=3.6 mm at 1keV on the original
specification of this column (without
correction) that limits the resolution to 5 nm at
the same acceleration voltage. If the 1st-order
chromatic and the 3rd-order spherical
aberrations are completely compensated by the
corrector on this column, the theoretical
resolution limit is estimated of 1.5 nm at 1keV.

Adjustment of the multipole fields
of the corrector

The practical adjustment method is also the
same as the Zach’s method, which is described
in his article in detail [1][2]. In the following,
main points are briefly summarized.  

Correction flow

The correction has to be made in sequence
and iteration. The correction flow is shown in
Fig. 6. Before the “correction start”, the
electron beam has to be aligned without
corrector. Firstly the theoretical correction
values are set to the correction control unit,
which is very important because the system is
so complicated as to lose the SEM image if the
values are not properly chosen. Secondly the
stigmatic trajectory, which is mentioned
previously, has to be completed absolutely. If
the line-images in the 2nd- and 3rd-stage are
mis-aligned, severe residual aberrations are
generated. After that, Cc and Cs correction
procedures are followed. Finally the residual
aberrations, coma, 45-degree, 3-fold and 4-

fold astigmatisms etc. are compensated.
Generally the Cs and the residual aberration
corrections have to be made  iteratively
because the 3rd-order aperture aberration
system is linked together.

Cc correction
The focusing error �f, which is induced by

the chromatic aberration, can be written in the

power series of the beam energy divergence 
�=�E/E as shown in eq. (10), where E denotes
the electron beam energy.

Here, Cc and �c are the 1st-order and the
2nd-order chromatic aberration coefficients
respectively. Higher order aberrations are

...

Fig. 2. Schematic diagram of the aberration correction system.

Fig. 4. Pole pin assign method for 12-pole-pin
multipole corrector.

Fig. 3. Schematic diagram of the
corrector.
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negligible in this case because only Cc can be
compensated. The graphical representation of
eq. (10) is shown in Fig. 7. Generally the TFE
has the energy spread |�E|=0.5 to 0.8 eV,
which broadens the focusing position by 
|�fc (un-corrected)| as shown in the figure. If
the Cc vanishes, only the quadratic term
remains in eq. (10), which means |� fc

(corrected)| becomes negligibly small. In order

to make this condition visible, the energy of
the electron beam is slightly shifted up and
down, that is E2 and E1 respectively. If the
system is corrected, the image planes of those
energies are on the same position, �f(E1) =
� f(E2). When observing a round shape
particle, by searching �f which makes the 1-
dimensional edge clear at both E1 and E2 as
shown in Fig. 8, it is possible to detect the

corrected condition.

Cs correction
The spherical aberration makes the caustic

surface of the electron beam as shown in Fig.
9, which shows the case of the under
correction, that is Cs > 0. The intensity profile
of the source side electron beam has two peaks
in such a case. And these peaks appear on the

Fig. 8. 1-dimensional focusing image.

Fig. 9. Un-corrected beam profile.       

Fig. 5. Calculated electron beam path in the correction system.

Fig. 6. Correction flow.

Fig. 7. Chromatic aberration against �E/E.

Fig.10.Four-fold astigmatism.           
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opposite side of the image plane in the case of
the over correction, that is Cs < 0. These two
peaks make a double focused SEM image and
the correction condition can be adjusted so as
not to appear the double image in both sides,
that is Cs = 0.

The 3rd-order aperture aberration has not
only the isotropic spherical aberration but also
the four-fold astigmatism, which are generated
in accordance with the composing ratio of
Cij

quad, k and Cij
oct,k in eqs. (8a-d). A schematic

image of the four-fold astigmatism is shown in
Fig. 10. It resembles four leaves, which spread
to �45-degrees direction. P4,i means the octo-
pole field of the i-th stage. After the four-fold
astigmatism is compensated by the outer octo-
pole fields P4,1 and P4,4, the spherical
aberration must be re-compensated by the
inner octo-pole fields P4,2 and P4,3 iteratively
because they are linked together.

Corrected SEM image

An original SEM image (without corrector)
and a corrected SEM image (with corrector) 
of gold particles on carbon substrate are

illustrated in Fig. 11 and Fig. 12 respectively
with 1 keV acceleration voltage and 30 pA
probe current. When these two images are
compared, the superior image quality and
higher resolution are easily observed in the
corrected image. The resolution of the
corrected image is approximately 2.5 nm.
A tilted image in 45 degrees is shown in Fig.
13, which shows 0.5 	m Line & Space resist
patterns at 1 keV acceleration voltage.
Microstructures on the side-wall of the
patterns are clearly visible.

Conclusion

The applied column of the corrector has a
long working distance (4 mm) and a conical
shape objective lens (60 degrees), which
increases the aberration. However the
resolution could be reduced to 2.5 nm
(corrected) dramatically and stably from 5 nm
(un-corrected) at 1 keV acceleration voltage by
the chromatic and spherical aberration
correction. The present report demonstrates the
usefulness and efficiency of the Zach’s

Fig. 11. Un-corrected original SEM image (without corrector).

Fig. 12. Corrected SEM image (with corrector).

correction method for such SEMs as those for
the LSI inspection in the semiconductor
industry. 
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The Quantitative Correction
Calculation Considering the
Matrix Effect
Problems in auger quantitative
analysis

The quantitative analysis in general has
been made using the K-value method based on
the intensity ratio between the unknown and
standard spectra or the calibration curve
method, by referring to a standard spectrum
measured with a standard sample.  Therefore,
precise measurement of the standard spectrum
is of primary importance, and its result greatly
affects the precision of the quantitative analy-
sis.  However it is difficult to evaluate a stan-
dard spectrum because the spectral peak inten-
sity and the shape change greatly depending on 
the difference in physical and chemical condi-
tion of the extreme surface (about 6nm deep).
This makes Auger quantitative analysis diffi-
cult.  Furthermore, the reason is divided large-
ly into the following three categories.

Firstly, it is difficult to obtain a standard
sample that keeps its composition precisely in
the extreme surface region.  Even if the com-
position of the bulk sample is definitely
known, it has usually different composition in
surface region that is changed by physical or
chemical adsorption, oxidation or other
processes in the natural atmosphere.  In prac-
tice, it is widely accepted to employ the ion-
sputtering method in order to obtain a clean
surface, which can be considered to have the
same atomic concentration as bulk.  However,
in the ion-sputtering method, the composition
on the extreme surface may become different
from the composition in the bulk sample
owing to such effects as selective sputtering
and mixing, so attention should be paid to
using the sputtered surface as a standard sam-

ple.
Secondly, the Auger peak intensity of a cer-

tain element is decided by not only its atomic
concentration, but also other elements that
constitute the matrix part.  This is called the
matrix effect.  For instance, the Auger peak
intensity of carbon in the surface area is more
detected on the matrix composed of heavy
metal elements than light ones, even if the
atomic concentration is same.  The more
backscattered electrons fall back to the surface
from the heavy metal matrix, the more Auger
electrons are generated.  In this case, if the
quantitative analysis of carbon is carried out
by referring to a standard spectrum of pure
carbon with a concentration of 100%, the
result usually exceeds 100%.  Therefore, when
measuring a standard spectrum, the peak inten-
sity changes that depend on the matrix effect
of the standard sample should be taken into
consideration.

Thirdly, as the Auger electron is a kind of
the secondary electron, the yield of Auger
electron is also affected by the incident angle
of the electron beam and the plane direction
(channeling effect).  These causes affect the
yield of secondary electrons.  When measuring
a standard spectrum, care should be taken to
measure between the unknown sample and the
standard sample under conditions as similar as
possible.

For the above reasons, the quantitative
analysis with the Auger spectrum generally
uses the relative sensitivity factor method that
offsets and averages errors,  The precision
depends greatly on the standard spectrum
obtaining the relative sensitivity factor, so an
appropriate standard sample for the measuring 
sample should be selected.  With this method,
however, it is not possible to make a truly
meaningful quantitative evaluation of the
Auger spectrum, because it cancels out all the

physical and chemical information on the sam-
ple carried in the spectrum.  In order to make a
precise evaluation of the Auger spectrum,
quantitative analysis should be carried out by
estimating the errors correctly.

In this report, a quantitative correction cal-
culation has been made for correcting the
matrix effect based on the spectra obtained by
the peak deconvolution method, and its possi-
bilities have been studied.

The factors determining the peak
intensity of Auger electron

The peak intensity that is measured by using
AES, from the UWV Auger transition of i-th
element contained in a multi-element sample,
is expressed by the following equation:

Ii (UVW) = Ip 
. R . � (UVW) . T . �i (Ep, Eu) .  

Vi (Ep, Eu) . n (Ci
s) . �i (Ci

s) .

�i (Ep, Ci
s) . Ci

s  . . . . . . . . . . . . . . . . (1)

Ip : Primary electron beam current
R : Surface roughness factor
� (UVW) : UVW Auger transition probability
T : Analyzer transmittivity
�i (Ep, Eu) : Ionization cross section
Ep : Primary electron beam energy
Eu : Ionization energy
Vi (Ep, Eu) : Contribution of the Coster-Kronig

transition
n (Ci

s) : Atomic density (Number of atoms
per unit volume)

�i (Ci
s) : Average electron escape depth

�i(Ep, Ci
s) : Backscattered electron correction

Ci
s : Atomic concentration of i-th ele-

ment

On the other hand, the Auger peak intensity Ii
0

Peak Deconvolution Analysis
in Auger Electron Spectroscopy II

Kenichi Tsutsumi and Yuji Nagasawa

Application & Research Center, JEOL Ltd.

The Auger electron micro-probe instruments (JAMP-7800 series) have enabled measurement of a spectrum
with energy resolution of 0.6% for general use to 0.06% at maximum.   This capability has made it possible to clari-
fy not only the characteristics of the main peak of each element but also the fine structures of the spectrum.  In the
previous report, “Peak Deconvolution Analysis in Auger Electron Spectroscopy” [1][2], the spectral peak deconvolu-
tion analysis was shown to be very effective in the chemical state analysis and the qualitative analysis for the
Auger spectrum measured with high energy resolution.   However, a quantitative analysis using the deconvoluted
spectra sometimes contains errors more than 40%, which indicates the necessity of a quantitative analysis taking
the matrix effect into consideration.   

In this report, a quantitative analysis for a multi-element sample has been made, by considering the matrix effect
of the spectra to which the peak deconvolution analysis is applied.   The matrix correction calculation is found to be
very effective, and it is possible to carry out the quantitative analysis with quantitative error within a few percent.
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(UVW) from the i-th element under the same
condition is expressed by the following equa-
tion:

Ii
0 (UVW) = Ip 

. R0 . � (UVW) . T . �i (Ep , Eu) .

Vi (Ep, Eu) . ni
0 . �i

0 . �i
0 (Ep) . . . . (2)

where, the super script 0 indicates it corre-
sponds to the standard sample.

Now, if we divide Eq. (1) by Eq. (2), the
terms intrinsic to the element are canceled out,
and it becomes

Ii (UVW) 
=

R . n (Ci
s) .�i (Ci

s) .�i (Ep , Ci
s) .Ci

s

Ii
0(UVW)                 R0 .ni

0 . �i
0 . �i

0(Ep)
 . .(3)

where, by setting

�(Ci
s, Ep) =

ni
0 . �i

0 . �i
0 (Ep)

n(Ci
s) . �i (Ci

s) . �i (Ep , Ci
s)

 . . . (4)

and if the surface roughness factors are
assumed to be equal for the standard sample
and the analysis object sample (R0=R), Eq. (3)
becomes [3]

Ci
s = �(Ci

s, Ep) .
Ii (UVW)

Ii
0 (UVW)

 . . . . . . . . . . . . . . . . (5)

Here, �(Ci
s) is the correction factor for the

matrix effect and we call it the matrix correc-
tion function.  In the system where the matrix
effect is small, it becomes �(Ci

s) ≅ 1, and then
the Eq. (5) becomes as follows, making the
peak intensity ratio equal to the concentration.

Ci
s ≅

Ii (UVW)

Ii
0 (UVW) 

.......................................................... (6)

However, in most cases, the matrix effect can-
not be neglected and a correction calculation is
required.  In the next section, the matrix cor-
rection function will be described.

Matrix function

The matrix function is, as shown in the Eqs.
(4) and (5), the correction function that is
required to obtain the concentration from the
peak intensity ratio of the Auger electron.
The meaning of the correction is considered by
expanding it to a system of m elements.
Expanding Eqs. (4) and (5), the concentration
of the i-th element is expressed by the follow-
ing equation.

Ci = �(Ep, C1, C2,...,Cm) . 
Ii (UVW)

Ii
0(UVW) 

. . . . . . (6)

where

�(Ep,C1,C2,...,Cm) =
ni

0
.

n(C1,C2,...,Cm) 

�i
0

. �i
0 (EP)

�i (C1,C2,...,Cm)    �i (Ep,C1,C2,...,Cm)
. . . (7)

The terms comprising the matrix function
�(Ep, C1, C2,...,Cn) perform the atomic density
correction, the average escape depth correction
and the backscattered electron correction in
left to right order.  Each correction factor is
explained below.

Atomic density correction ni
0/n(C1,C1,...Cn)

The relative intensity of the Auger peak is
proportional to the atomic density.  The atomic
density of the standard sample ni

0 is obtained

by the following equation.

ni
0 =

�i 
.NA            

Ai

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (8)

�i : Density (g/cm3)
NA : Avogadro’s number (6.02�1023)
Ai : Atomic weight

On the other hand, assuming the average
atomic density of the multi-element sample
n(C1, C1,...Cm) is proportional to the concen-
tration of each composition element, it is
expressed as follows:

m

n(C1,C2,...,Cm) =�Ci 
.ni

0 . . . . . . . . . . . . . . . . . . (9)  
i=1

Average escape depth correction
λi

0/λi(C1, C2,...Cm)

The average escape depth, where the Auger
electron can escape without losing energy, is
determined by the kinetic energies of the
Auger electrons and the electron densities (col-
lision cross sections) of the substances that
constitute the matrix.  It is equal to the mean
free path of electron.  The average escape
depth is 0.5 to 10 nm, because the Auger elec-
tron energy of any elements is so low; 30 to
3000 eV, that the interaction of electrons in the
solid is large.  Figure 1 shows a graph of the

average escape depth.  The average escape
depth explains the reason why the Auger
analysis is called a surface analysis.

Here, the average escape depth of the Auger
electron generated from element i with energy
Ei(eV) when it escapes from the matrix com-
posed of element j is obtained.  It is given by
Tanuma et al. [4][5] with the following formu-
la λj

i, where Esj, βj, γj, aj, bj are constants
intrinsic to a material.

�i
j =                      

Ei �10�10

Esj
2��j

.1n(�j 
.Ei)�(aj�Ei)+(bj�Ei

2)�
 . (10)

The constants in this equation are defined as
follows:

ni
v = 

�j 
.Nv

Aj

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (11)

Esj = 28.8��	nj
v . . . . . . . . . . . . . . . . . . . . . . . . . . . . (12)

�j = �0.0216
     
0.944   


7.39�10�4 .�j 
. (13)

�					Esj
2
Eg

2

�j =
0.191

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (14)�	� j 

aj =1.97�0.91 . nj
v . . . . . . . . . . . . . . . . . . . . . . . . . (15)

Fig. 1. The average escape depth (� mean free path) of
electrons from the solid surface.

Table 1. The number of valence electron (Nv) and the plasmon energy (Esj) for each element.

Element Nν Esj(eV) Element Nv Esj(eV) Element Nv Esj(eV)
Li 1 8.0 Fe 8 30.6 In 3 12.6
Be 2 18.4 Co 9 33.6 Sn 4 12.7
B 3 23.4 Ni 10 35.5 Sb 5 15.1
C 4 22.3* Cu 11 35.9 Te 6 15.6
N 5 Zn 12 33.0 I 7
O 6 Ga 3 14.5 Cs 1 3.4
F 7 Ge 4 15.6 Ba 2 6.5

Na 1 5.9 As 5 17.8 La 3 10.5
Mg 2 10.9 Se 6 17.4 Hf 4 15.7
Al 3 15.8 Br 7 Ta 5 19.5
Si 4 16.6 Rb 1 3.8 W 6 22.9
P 5 Sr 2 7.0 Re 7 25.6
S 6 Y 3 11.2 Os 8 28.1
Cl 7 Zr 4 15.4 Ir 9 29.7
K 1 4.3 Nb 5 19.5 Pt 10 30.2
Ca 2 8.0 Mo 6 23.0 Au 11 29.9
Sc 3 12.9 Ru 8 28.5 Hg 12
Ti 4 17.7 Rh 9 30.0 Tl 3 12.0
V 5 22.3 Pd 10 30.6 Pb 4 13.5
Cr 6 26.2 Ag 11 29.8 Bi 5 13.9
Mn 7 28.0 Cd 12 27.7

*Amorphous carbon (density: 1.8g/cm3).
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bj =53.4�20.8 . nj
v. . . . . . . . . . . . . . . . . . . . . . . . . . . (16)

�j : Density of matrix atom j (g/cm3)
NV : Number of valence electrons of matrix

atom j
Aj : Atomic weight
Esj : Plasmon energy (eV)
Eg : Band gap of matrix atom (eV)

The information on the valence electron,
plasmon energy and band gap of the matrix
atom is shown in Tables 1 and 2.

In the multi-element system, the average
escape depth is given by the following equa-
tion by assuming that each composition ele-
ment determines it in proportion to its density:

1                m Cj

�i (C1 , C2 ,...,Cm) 
=�

j=1 �
i
j   

 . . . . . . . . . . . . . . . (17)

In the actual calculation, when correcting
the intensity of Auger peak with energy Ei, the
λi(C1, C2,..., Cm) is obtained by averaging it
using Eq. (17), after calculating the escape
depths of electron with energy Ei in all the
composition elements using Eg. (10).  The
average escape depth correction is also made
by obtaining the escape depths λi in the stan-
dard sample of element i, and then calculating
their ratios.  In addition to this equation, some

other equations that give the average escape
depth of electron have also been proposed
[6][7].

Backscattered electron correction
γi

0(Ep)/γi(Ep,C1,C2,...,Cm)

There are two kinds of Auger electrons,
depending on the generating processes; one is
excited by incident electron, the other is excit-
ed by the high-energy backscattered electron
escaping from the surface.  The influence from
the backscattered electron increases as the
accelerating voltage Ep of the incident electron
and the atomic number of the element of the
matrix part increase.  Ichimura, Shimizu et al.
quantitatively summarized the influence of
these effects [8].  Referring to their work, the
backscatter coefficient γ of the element of
atomic number Z for the incident electron,
which irradiates the sample at normal inci-
dence, is expressed as

�i
0 (Ep)=1
(4.35�3.93Z0.1)u�0.25   


4.85Z0.1�5.45  . . . . . . . . . . . . . . . . . (18)

Here, u is the over-voltage ratio and is defined
by

u =   
Ep 

Eb

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (19)

where Ep is the incident electron beam energy

and Eb is the ionization energy of the element i
necessary to scatter out the U shell electrons
that is required to excite the UVW Auger elec-
trons.  Figure 2 shows the graph of the
backscattering coefficient γ.

In a multi-element system, we define the
average atomic number as

Z� = �
m

i=1 

Ci Zi
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (20)

and substitute Z� in Ep. (18) instead of Z, we
can obtain the γi (Ep, C1, C2,..., Cm) in the same
manner as for a pure element.

Correction calculation involving
matrix effect

Here, the procedure to perform the correc-
tion calculation involving the matrix effect is
actually described.

Firstly, the peak deconvolution of a meas-
ured spectrum for a sample is made using the
standard spectra of pure elements (with con-
centration of 100%).   Then the concentration
of each element (Ep,C1, C2,..., Cm) is obtained
by the K-value method, from the ratio with the
each standard spectrum intensity (Ii

0), which is
supposed to be 1.  This is the basic concentra-
tion used in the correction calculation.

C1 =  
I1 , C2 =

I2   ,..., Cm =   
Im    . . . . . . . . . . (21)

I1
0                  I2

0 Im
0

Next, we calculate the matrix functions (β1
to βm) by using the concentrations obtained
above.

�1(Ep ,C1,C2,...,Cm) =
n1

0
.

n(C1,C2,...,Cm)

�1
0

. �1
0 (EP)

�1 (C1,C2,...,Cm)    �1 (Ep,C1,C2,...,Cm)
 . . (22)

�2(Ep ,C1,C2,...,Cm) =
n2

0
.

n(C1,C2,...,Cm)

�2
0

. �2
0 (EP)

�2 (C1,C2,...,Cm) �2 (Ep,C1,C2,...,Cm)
 . . . (23)

�
�
�

�m(Ep ,C1,C2,...,Cm) =
nm

0
.

n(C1,C2,...,Cm)

�m
0

. �m
0 (EP)

�m (C1,C2,...,Cm)     �m (Ep,C1,C2,...,Cm)
. (24)

Using these correction functions, we correct
the concentrations as follows:

C1
NEW=�1(Ep ,C1,C2,...,Cm) . I1  . . . . . . . . . . (25)

I1
0  

C2
NEW=�2(Ep ,C1,C2,...,Cm) . I2  . . . . . . . . . . . (26)

I1
0

�
�
�

Cm
NEW=�m(Ep ,C1,C2,...,Cm) . Im  . . . . . . . . . . . (27)

Im
0

The obtained results, C1
NEW, C2

NEW,...,Cm
NEW

cannot be fully corrected.  Substituting these
C1

NEW, C2
NEW,...,C m

NEW again in Eqs. (22) to
(24) instead of C1, C2, ...,Cm the β1, β2,...,βm
are newly obtained, and then the newly cor-
rected concentrations are obtained.  By per-

Material Eg(eV) Material Eg(eV) Material Eg(eV)
Al2O3 9.0 InSb 0.165 ZnSb 0.50
Si02 9.1 ZnO 3.2 CdSb 0.45
LiF 11.8 ZnS 3.54 Bi2S3 1.3
TiO 3.03*1 ZnSe 2.58 Bi2Se3 0.27
C 5.4*2 ZnTe 2.26 Bi2Te3 0.13
Si 1.107 CdO 2.5 ± 0.1 Mg2Sn 0.21
Ge 0.67 CdS 2.42 Zn2As2 0.93
Te 0.33 CdSe 1.74 Cd2As2 0.55

AlAs 2.2 CdTe 1.44 GaSe 2.05
AlSb 1.6 HgSe 0.30 GaTe 1.66
GaP 2.24 HgTe 0.15 InSe 1.8

GaAs 1.35 PbS 0.37 TlSe 0.57
GaSb 0.67 PbSe 0.26 Ga2Te3 1.1
InP 1.27 PbTe 0.25 α-In2Te3 1.1

InAs 0.36

Table 2. The band gap Eg(eV) of the insulator and semiconductor at room temperature.

*1 at Absolute temperature 0 K.   *2 Diamond.

Fig. 2. Atomic number and backscattering coefficient
(S. Ichimura, R. Shimizu et al. [8]).
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Correction coefficients Point-1 Point-2 Point-3
B C Fe B C Fe B C Fe

Atomic density (ni/ni
0) 1.30 1.04 0.783 1.52 1.22 0916 1.78 1.42 1.07

Average escape depth (λi/λi
0) 1.07 1.09 1.03 0.993 1.02 0.968 0.928 0.957 0.919

Backscattered electron (γi/γi
0) 0.655 0.704 1.06 0.651 0.700 1.05 0.634 0.683 1.03

Matrix function (β) 0.909 0.799 0.855 0.984 0.867 0.932 1.05 0.930 1.03

energy resolution.  It is found that Fe2B is
built up at point-1 and that the region where
some portion of the Fe2B is replaced with car-
bide is present at point-2.  Figure. 5 shows the
Auger mapping for the same image field.

Next, the peak deconvolution of the differ-
ential spectrum for the Auger spectra shown in
Fig. 4 is carried out using the non-negative
constrained least squares fitting method with
the standard spectra of pure element.  As a
result, Table 3 shows the contribution rates of
standard spectra for each Auger spectra.
These are equal to the atomic concentration for
quantitative analysis.  

Based on this result, the matrix-effect cor-
rection is carried out.  The results of corrected
atomic densities, and the calculated correction
coefficients for atomic density, average escape
depth and backscattered electron are shown in
Tables 4 and 5, respectively.

From the results in Table 4, when the cor-
rection is made, the atomic density has been
improved by 16%, 5% and 0.5% for point-1,
point-2 and point-3, respectively, and all the
sums of the quantitative results are within
errors of a few percent.  Looking at the amount
of the matrix effect, it is found that each ele-

Element Point-1 Point-2 Point-3
Initial value Corrected value Initial value Corrected value Initial value Corrected value

B 0.3478 0.3161 0.09065 0.0892 0 0
C 0.02618 0.0209 0.1601 0.1389 0.04086 0.0380
Fe 0.8472 0.7243 0.8146 0.7590 0.8762 0.8843

Sum 1.221 1.063 1.065 0.9871 0.9170 0.9223
(Sum-1)% (+22.1) (+6.3) (+6.5) (–1.2) (–8.3) (–7.8)

forming these iteration calculations self-con-
sistently until the differences between the val-
ues of C1

NEW, C2
NEW,...,Cm

NEW and C1, C2, ..., Cm
become small enough.

The concentrations obtained by the above
procedures are the corrected concentrations
involving the matrix effect.  In the next sec-
tion, some application examples of the quanti-
tative correction calculation are presented.

Examples of Quantitative
Analysis Considering Matrix
Effect
Quantitative analysis of Fe2B sample

Beginning with the quantitative analysis
considering the matrix effect, Fe2B built on the
surface of Fe is analyzed.  The results of the
secondary electron image and the Auger spec-
tra on the analyzed sample are shown in Figs.
3 and 4.

As a pre-processing, Ar sputtering at 3 keV
is carried out for 30 seconds to remove the
contaminations from the surface.  After that,
Auger spectra are measured using the 10 keV
and 50 nA incident electron beam with a 0.6%

ment requires a few to 20% correction, which
cannot be neglected.

Now, if the compositions are considered
from the atomic ratio of each element, 
they are shown as

(point-1) B:C:Fe = 3 : 0.2 : 7 �Fe2B
(point-2) B:C:Fe = 1 : 1.5 : 7.5 �Fe2B0.5C0.5

(point-3) C:Fe = 1 : 22 �Fe

Then the composition at each region is
found.  At point-2, in particular, the composi-
tion is found by making the matrix correction
to be Fe2BC containing C and B, roughly 1:1.

In order to check these analysis results,
quantitative analyses at point-1 and 2 are car-
ried out using the EPMA.  The results are
shown in Table 6.

Looking at the results of Table 6, the AES
quantitative analysis results after the matrix
correction are found to be close to the quantita-
tive analysis results of EPMA.  It is shown that
this matrix correction is very important and
effective in the quantitative analysis of Auger
spectra.

Next, in order to study the validity of this
correction to fine particles, unlike bulk sample

Fig. 5. Auger maps for Fe2B (B, C, Fe).

Incident electron beam:10 keV, 50 nA, Tilt=30°, M4 (dE/E=0.6%).

Table 3. Ratio of each standard spectrum by peak deconvolution (Ii/Ii
o).

Element Point-1 Point-2 Point-3
B 0.3478 0.09065 0
C 0.02618 0.1601 0.04086
Fe 0.8472 0.8146 0.8762

Sum 1.221 1.065 0.9170

Table 4. Atomic concentrations after matrix-effect correction at each point (�.Ii/Ii
o).

Table 5. Correction coefficients for each element.

(44) JEOL News Vol. 38  No.1    44 (2003)

Fig. 3. Secondary electron image of Fe2B and Auger
analysis points (point-1 to 3).

Fig. 4. Auger spectra in Fe2B sample (point-1 to 3).
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Table 6. Comparison with the analysis results by EPMA (the standardless quantitative analysis).

*Incident electron beam:15 keV, 45.6 nA

Point-1 Point-2
Element EPMA* EPMA* AES correction EPMA* EPMA* AES correction

(wt%) (at%) (at%) (wt%) (at%) (at%)
B 7.729 29.6062 31.61 3.007 12.6379 8.92
C 0.996 3.4342 2.09 3.723 14.0855 13.89
Fe 90.311 66.9597 72.43 90.066 73.2766 75.90

Sum 99.036 100.0000 106.3 96.796 100.0000 98.71

Element Point-1 Point-2 Point-3
Initial value Corrected value Initial value Corrected value Initial value Corrected value

C 0.464 0.418 0.479 0.399 0.528 0.459
Cu 0.0298 0.0291 0.681 0.607 0.0112 0.0103
Ag 0.487 0.352 0 0 0 0
Sn 0.355 0.236 0.436 0.267 0.658 0.418
Bi 0.302 0.177 0 0 0.248 0.8843

Sum 1.638 1.212 1.596 1.273 1.455 1.0336
(Sum-1)% (+63.8) (+21.2) (+59.6) (+27.3) (+44.5) (+3.4)

Incident electron beam:10 keV, 50 nA, M4 (dE/E=0.6%).

Table 7. Atomic concentrations after matrix-effect correction at each point.

Fig. 6. SEM image of the Cu-Ag-Sn-
Bi based solder and the analy-
sis points. Fig. 7. Auger analysis result of the Cu-Ag-Sn-Bi based

solder (Incident electron beam 10 keV, 10 nA,
M4 (dE/E=0.6%).

such as Fe2B, quantitative analyses of the pre-
cipitated particles on lead-free solder are car-
ried out.

Analysis of the precipitated mate-
rial on lead-free solder

The analysis of the precipitated material on
lead-free solder was made in the previous
report, “Peak Deconvolution Analysis in
Auger Electron Spectroscopy” [1][2].  The Cu-
Ag-Sn-Bi based solder is not a uniform sub-
stance but is precipitated divided into a particle
of Ag, Sn and Bi, and a particle of Cu and Sn.
The quantitative analysis of each of these par-
ticles was previously carried out, by using
peak deconvolution.  However, the errors for
the quantitative analysis results reached 40%
at maximum, because the correction calcula-
tion of the matrix effect was not done.  Now,
the quantitative analysis is carried out again by
making the matrix correction calculations.
Figs. 6 and 7 show the SEM image and Auger
spectra of the Cu-Ag-Sn-Bi based solder.

For the spectrum at each point shown in
Fig. 7, the matrix correction calculation is
made using the ratio of the spectrum, which is
obtained by peak deconvolution and standard

spectrum as the initial value.  Table 7 shows
the results.

Looking at Table 7, the quantitative correc-
tion values deviate more than 20% for point-1
and point-2, but for point-3, the errors in the
matrix part are only 3.4%.

The reasons why the correction calculation
did not work properly may be due to the fol-
lowing two causes.

Firstly, the effect of the surface roughness is
pointed out.  In the calculation process, the
surface roughness for the standard sample and
the sample in question is regarded roughly the
same, and the ratio for the surface roughness
factors (R/R0) is assumed to be 1.  However,
the secondary electron image of Fig. 6 clearly
shows that the particle surfaces at point-1 and
point-2 are more rugged than the surface of the
matrix part.

Secondly, the difference of the crystal state
of the particles between the standard sample
and the sample in question is pointed out.  The
intensity of the Auger spectrum differs for
places with the different channel contrast, for
example, even measuring the same standard Fe
sample.  Generally, the intensity of the Auger
spectrum differs for places with different con-

trasts in the secondary electron image.  Thus,
the Auger spectrum includes information on
not only the peak position but also the intensi-
ty that makes its interpretation difficult.

In the future, this matrix correction will be
applied to the quantitative analysis of thin
films or other particles as the measurement
objects, and the Auger spectra will be analyzed
theoretically and experimentally in more
detail.

Conclusions
The quantitative analysis with Auger spec-

trum generally uses the relative sensitivity fac-
tor method that offsets and averages errors.
As the precision depends greatly on the stan-
dard spectrum obtaining the relative sensitivity
factor, the appropriate standard sample for the
measuring sample should be selected.  With
this method, however, it is not possible to
make a truly meaningful quantitative evalua-
tion of the Auger spectrum, because it cancels
out all the physical and chemical information
on the sample carried in the spectrum.  Thus,
in this report, the quantitative analysis of
Auger spectrum has been made correcting the
matrix effect for the peak-deconvoluted Auger
spectrum by using the K-value method, which
is usually performed in EPMA or a similar
instrument.

The obtained results enable the quantitative
analysis of Fe2B with errors of a few percent,
and agree well with the results of EPMA.  On
the other hand, the quantitative analysis of the
Cu-Ag-Sn-Bi based lead-free solder is also
made with the similar condition obtaining the
quantitative analysis with errors of 3% for
matrix part.  However, for the precipitated sub-
stance on the lead free solder, the errors
become as large as 30%.  For coping with this
circumstance the uncertain factors such as the
surface roughness factor should be investigat-
ed that will help to enhance the quantitative
analysis precision further.

As mentioned above, the Auger spectrum
analyses have some unknown areas to study
yet, and studying and developing these areas
will bring us new insight into the Auger elec-
tron spectroscopy.
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Introduction

Recently, with advances in the development
of nanotechnology, the analysis materials, such
as semiconductor device, are increasingly thin-
ner and smaller.   Moreover, without obtaining
precise information on the chemical bonding
on the surfaces of these newly developed
materials, the progress of research and devel-
opment of newly developed materials or prod-
ucts might be seriously affected.

The X-ray Photoelectron Spectrometer
(XPS) is very useful surface analysis method
since XPS provided the chemical bonding state
information for the material surface analysis
method.   However, because the photoelectron
intensity obtained by micro analysis for an
analysis region less than 100 µm in diameter is
very weak, the objective analysis positions are
difficult to identify, or other reasons, the micro
XPS analysis has seen little demand until a
few years ago.   As the technology has pro-
gressed recently, these problems are being
solved, and micro XPS has now become wide-
ly used for practical purposes.   Unfortunately,
because the various measurement data in the
micro XPS are exclusively used for trou-
bleshooting analyses, useful analysis examples
or data on materials showing the effectiveness
of the micro XPS are not widely known except
for a few measurements by limited number of
researchers.   So, many researchers are asking
themselves, “What can we do by using the
micro XPS ?”

JEOL Ltd., has dedicated great efforts to
research and development of the micro XPS

for many years, and beginning in fiscal year
2000, we have started to deliver the JPS-9200,
which is a micro XPS instrument for
researchers and those who engage in the mate-
rial analysis.   In this paper, some application
examples of micro analysis measured by the
JPS-9200 are introduced.   We hope that these
application data will contribute to the progress
of the application research of XPS using the
micro XPS from now on.

Purpose of micro-area
analysis by using XPS

The purposes of micro-area analysis by
using XPS are as follows; 

1) Analysis of the composition and/or chemi-
cal bonding state of faintly discolored or
abnormal parts

2) Analysis area is small less than several hun-
dred µm square. 

In general, the above reasons, micro-area
surface measurement are done by using micro-
area analysis XPS.   However, some XPS
analyses require also analyzing the changes in
the local chemical state on the surface of a
polymer or segregation of a compound.
Actually, such sample analyses are frequently
carried out in the XPS.   In many cases, those
samples have the same color for the main body
and the chemically changed parts.   These situ-
ations allow conducting only a macro analysis
for a region few µm in diameter, because it is
usually not possible to locate the position to
analyze.   In some cases, however, it is not

enough to analyze the surface chemical
changes with macro analysis.   Chemical bond-
ing information of microscopic region must be
obtained.

Figure 1 shows a wide scan spectrum of a
fuel cell electrode measured in macro-area
analysis (6 mm in diameter).   As shown in the
figure, the only elements detected are F and C,
which are constituents of the Teflon-family
high-polymer and carbon black, the materials
of the electrode.   Figure 2 is the photograph
of fuel cell electrode observed using optical
microscope.   In this photograph, no chemical
changes (such as discoloration or segregation)
can be observed.   Consequently, micro analy-
sis of such a sample is not allowed, but macro
analysis of a region a few mm in diameter
yields average information on the sample sur-
face.   Figure 3 shows the concentration ratios
of C-F bonding, whose peak is caused by the
Teflon-family polymer, and C, whose peak is
caused by the carbon black, measured at analy-
sis areas of 6 mm, 1 mm, 200 µm and 30 µm
in diameter.   As shown in the Fig. 3, the con-
centration ratio is found to increase as the
analysis size decreases.   From this result, it is
supposed that the Teflon-family polymer is
localized on the surface of the sample.
Figures 4, 5 and 6 show the photoelectron
images by the photoelectron peak of C-F
bonding in the regions of 6 mm � 6 mm, 2
mm � 2 mm and 400 µm � 400 µm, respec-
tively.   In the photoelectron image shown in
Fig. 4, the distribution of C-F bonding state on
the fuel cell electrode can hardly be observed.
On the other hand, the distribution of C-F

Applications of Micro-Area Analysis Used by
JPS-9200 X-ray Photoelectron Spectrometer

Yoshitoki Iijima

Application & Research Center, JEOL Ltd.
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Fig. 1. Wide scan spectrum on the surface of an
electrode.
Analyzing area: 6 mm in diameter.

Fig. 2. Photograph of the central of the elec-
trode observed using the optical micro-
scope (The surface color is black and the
shape changes are not observed).

1mm

Fig. 3. Component ratio for C-F bonding state
and carbon black in C1s spectrum for
each analysis region.

C-F bonding

Carbon black



Fig. 4. Photoelectron image of C-F bonding.
Scan region is 6 mm � 6 mm.

Fig. 7. Photograph of Cu alloy lead frame
observed by optical microscope.
A, B and C are analyzed points by XPS.

Fig. 5. Photoelectron image of C-F bonding.
Scan region is 2 mm � 2 mm.

Fig. 8. Wide scan spectrum measured with
analysis region 200 µm in diameter at
Point A.

Fig. 10. Wide scan spectrum measured with
analysis region 50 µm in diameter at
Point B.

Fig. 6. Photoelectron image of C-F bonding.
Scan region is 400 µm � 400 µm.

Fig. 9. Wide scan spectrum measured with
analysis region 50 µm in diameter at
Point A.

Fig. 11. Wide scan spectrum measured with
analysis region 50 µm in diameter at
Point C.

Point C
Point B

Point A
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bonding begins to be observed in the 2 mm �
2 mm region, and it is clearly observed for the
400 µm � 400 µm region.   These results
proved that the distribution of the Teflon poly-
mer, which cannot be observed using an opti-
cal microscope, is segregated on the surface of
the electrode.

These results suggested that the micro
analysis gives us different chemical bonding
information on the surface for a substance
whose chemical bonding information has so
far been obtained only by the macro analysis.
Therefore, micro analysis can also be effective
for even a substance whose segregation posi-
tions cannot be identified by using an optical
microscope or a similar apparatus as described
above.

Summarizing the above discussions, the
micro-area analysis using XPS can be useful
not only for analyzing a tiny discolored part or
troubleshooting of products, but also for prop-
erly grasping the segregation of a surface that
appears to be uniform, and developing new
materials.

Application of micro-area
analysis using by XPS,  
JPS-9200
Example of corrosion analysis 

The micro XPS analysis is mainly carried
out for troubleshooting of a product.   Figure 7
shows an optical photomicrograph of Cu alloy

lead frame.   In this photograph, it is found that
the surface is discolored.   This sample, which
is Ag plated on Cu, has become discolored due
to some cause.   This discoloration is different
from position to position on the sample, and
analysis of the causes is requested for XPS.
The discolored places indicated by Points A, B
and C are measured by using micro XPS.
Figure 8 shows a wide energy spectrum meas-
ured at Point A with a region 200 µm in diam-
eter.   The elements detected in the region 200
mm in diameter are Ag, Cu, O, S and C.  As
the analysis region at Point A occupies 2 mm
� 1 mm, an analysis diameter of 200 µm is
good enough for ordinary analysis.   Figures
9, 10 and 11 show wide scan spectra measured
for analysis regions 50 µm in diameter at
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Points A, B, and C, respectively.   The meas-
urement conditions for these photoelectron
spectra are as follows: x-ray used is MgKα, x-
ray radiation power is 300 W, and analyzer
pass energies are 50 eV and 10 eV for wide
scan spectrum and narrow scan spectrum
(energy resolutions are 1.8 eV and 0.9 eV),
respectively.

The detected elements from each point are
as follows:

Measurement point Detected elements
A Ag, Cu, O, C
B Ag, O, C, S
C Ag, O, C, S

From the above results, the element S,
which is detected in Fig. 8 (200 µm in diame-
ter), is only detected at Points B and C, and not
detected at Point A, in the analysis region 50
µm in diameter.   These results are caused by
the difference of element distribution near
point A observed in the visual field of the opti-
cal microscope, and suggest that the analysis
researchers must be carried out in a region as
small as possible for such samples.

Furthermore, in Figs. 10 and 11, the
amounts S detected at Points A and B are dif-
ferent from each other.   The amount of S at
Point B is found to be slightly larger than that
at Point C.   Figure 12 shows the curve-fitting
spectrum of S2p spectrum at point B.   The
S2p3/2 peak position is 161.9 eV, and Ag3d5/2

peak position is 368.3 eV from the narrow
scan spectrum.   Hence, the chemical bonding
state of S at Point A is assigned to be Ag2S.
Based on this result as well as the measured
wide scan spectrum at each point, the photo-
electron images at the Ag3d5/2 peak and S2p(the
energy position is adjusted to the peak belong-
ing to Ag2S) are shown in Figs. 13 and 14,
respectively.   These imaging results indicate
that Ag is abundant in the same discolored
region that contains Point B.   Similarly, S is
also abundant in the same discolored region
that contains Point B.   Moreover, it is also
found from these imaging results that the
region that contains Point B consists of Ag2S.

For the reason stated above, the chemical
bonding information on the discolored part can
be properly obtained by measuring with the
analysis region as small as possible.

Example of surface analysis  
discolored part on polymer

Polymers are among the most frequently
measured samples in XPS.   Generally, XPS
analysis for the surface of a polymer is useful
for clarifying the differences in wetting ability,
causes of discoloration, and other phenomena.
In some cases, however, it is useful for clarify-
ing the chemical changes in the surface bond-
ing state after irradiated with laser light or an
ion beam.

We made the sample by sputtering Ar ion
randomly on the surface of PET (polyethylene
terephthalate) film, and investigated how to
find the sputtered position and analyze the
sample using XPS.   Figure 15 shows the O1s
photoelectron image on the 7 mm � 7 mm
region around the position on which the Ar
ions seem to have been sputtered.   The analy-
sis region is 30 µm in diameter for each posi-
tion.  Generally, when Ar ions are sputtered on
the surface of a PET-like polymer, it releases
oxygen from the C-O or COO bond, which is
present in the constituent functional group.
Hence, a photoelectron spectrum with reduced
oxygen intensity can be observed.   In Fig. 15,
it is shown that the position with reduced oxy-
gen intensity corresponds to the position sput-
tered by the Ar ion beam.

Figure 16 shows line spectra (C1s and O1s
spectra) between the two points, a and b, indi-
cated in Fig. 15.   In this figure, the bottom and
top lines correspond to the points a and b,
respectively.   Although the CH peak position
is observed at 285.0 eV, it shifts to 284.0 eV as
the measuring position moves to point b.
Also, C-O and COO groups intensities
decrease markedly as the measuring position
moves from point a to point b.   Similar phe-
nomena are also observed for O1s spectra.

Figure 17 shows the concentration distribu-
tions of O and C (in atomic%) when these line
scans are carried out.   As shown in the figure,

Point b

Point a

Fig. 12. S2p curve-fitting spectrum measured at
Point B. 
S2p3/2 peak position is 161.9 eV.

Fig. 15. O1s photoelectron image (after Ar-ion
sputtering on the PET film).

Fig. 13. Photoelectron image of Ag.

Fig. 16. O1s and C1s line scan spectra between point a and point b.

Fig. 14. Photoelectron image of S (energy value
is adjusted to the peak of Ag2S.

O1s spectrum C1s spectrum
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conspicuous decrease in the oxygen amount
and accompanying increase in the carbon
amount can be observed at the measuring posi-
tions 2 mm or farther from the point a indicat-
ed in Fig. 15.

For the sample mentioned above, it is found
that the region sputtered by the Ar ion beam is
3 to 4 mm in the direction of the X-axis (wide)
and 6 mm in the direction of the Y-axis (long),
and that the most strongly sputtered position is
at 3.5 mm from point a on the a-b line.

Thus, in the micro analysis of a sample
whose analysis position is difficult to identify,
it is possible to carry out the measurement at a
precise analysis position by identifying the
appropriate analysis position using macro-area
imaging measurement as well as line measure-
ment or other similar ones, and finally making
the photoelectron spectrum measurement at
the goal.

Example of electrode 
surface analysis

Although fuel cell have been developed
since several decades ago, interest in them has
increased recently due to environmental prob-
lems.  The fuel cell is a direct power-genera-
tion system with ideal energy transformation
efficiency of nearly 100%, and classified as
follows by the kind of fuel, electrolyte and
method.

•Hydrogen-oxygen fuel cell: fuel
•Solid electrolyte fuel cell: electrolyte
•Gas-diffusion fuel cell: method

Fuel cells are used mainly for space projects
such as space shuttle, submarine operation
boat, electric automobiles, and central power
stations.

One of the most serious problems in using
fuel cells is deterioration, or lifetime of the
electrode.   Since the fuel cell makes chemical
reactions that occur on the surface of the elec-
trode, material changes on the electrode cannot
be avoided.   Hence, it is possible to enhance
the performance of the fuel cell by analyzing
in detail how the surface of the electrode
changes with chemical reactions (discharges).
For this purpose, electrode are widely evaluat-
ed and analyzed by using various analytical
instruments.

Figure 18 shows the electrode part of the
gas-diffusion fuel cell, which is used for the
present measurement.   The surface structure
of the electrode is diagrammed schematically
in Fig. 19.   The Teflon-family polymer used
in this measurement has no CF3 bonding at the
ends, but has abundant CF bonding at the side
chains.   Therefore, unlike ordinary Teflon, it
is a high polymer with peaks in the spectrum
indicating the presence of CF2 and CHF bond-
ing.   Such a Teflon-family polymer mixed
with carbon black constitutes the substance of

the electrode.
The purpose of analyzing such an electrode

surface by using XPS is to analyze the changes
(clarifying deterioration mechanism) of the
Teflon-family polymer before and after the
chemical reaction as well as the changes of
added catalyst.   By considering the photo-
graph of Fig. 2 and the surface structure of the
electrode shown in Fig. 19, the analysis region
generally takes up a wide area a few mm in
diameter from which the average information
is obtained.   However, as described in previ-
ous section, the Teflon-family polymer is evi-
dently segregated on the surface.
Consequently, by analyzing the chemical
bonding state of the segregated Teflon-family
polymer, information on the state changes of
the electrode accompanying its reaction (after
discharge) can be obtained.

The electrode shown in Fig. 18 is made by
mixing the Teflon-family polymer and carbon
black first, putting it between Al plates, and
then pressing it at high temperature (380°C).
Three electrode samples were used in the pres-
ent micro analyses: (1) after mixing, (2) after
pressing, and (3) after discharging.   Figures
20, 21 and 22 show the results of imaging
measurement of the CF bonding (F1s photo-
electron) in the 400 µm � 400 µm region on
these electrode surfaces.   The distribution of F
on the electrode sample surface after mixing
extends over the whole sample surface.   After

Fig. 18. Structural diagram of fuel cell elec-
trode.

Ar ion beam
bombardment
area

Fig. 17. Concentration distributions of O and C
between two points, a and b.

Fig. 19. Structural diagram of electrode
surface.

Teflon-family polymer film

Catalyst: Ag

Carbon black Ag catalyst

Teflon-family polymer film

Carbon black

Fig. 20. C-F bonding state image after mixing
(1).

Fig. 21. C-F bonding state image after pressing
at high temperature (2).

Fig. 22. C-F bonding state image after dis-
charging (3).
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γ
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δ
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Fig. 26. C1s spectrum at point δ (after discharging) 
(curve-fitting spectrum).

Fig. 23. C1s spectrum at point α (after mixing) (curve-fitting spectrum). Fig. 24. C1s spectrum at point β (after pressing at high temperature)
(curve-fitting spectrum).

Fig. 25. C1s spectrum at point γ (after high temperature)
(curve-fitting spectrum).
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pressing at high temperature, segregation in
regions less than or equal to 100 µm in diame-
ter can be observed.   After discharging, how-
ever, the distribution of F begins to spread
similarly like after mixing (1).   In order to
investigate the chemical bonding states in
these distributions of F, the C1s spectrum
measurement was carried out at every point
shown in the Fig. 23.  The analysis diameter at
each point was 30 µm.

Figure 23 shows the result at the electrode
(point α) after mixing.   As shown in the Fig.
24, a strong peak at 284.0 eV caused by carbon
black is observed, and other peaks related to
the C-F bonding are found to be minor.   By
using spectrum curve fitting, the observed
peaks caused by the Teflon-family polymer are
identified as CF2-CF2, CF2-CHF, CF2-CH2 and
CHF-CH2.   From the peak intensities of these
peaks obtained by the spectrum curve fitting,
the main component is found to be CF2-CHF
bonding state, whose peak corresponds to the
side-chain functional group in the Teflon-fami-
ly polymer.

Figure 24 shows the analysis of C1s spec-
trum of the electrode surface after pressing at
high temperature.   At the position with lower
F concentration (point β), the CHF-CF2 bond-
ing is observed to be the main component.
Conversely, at the position with higher F con-
centration (point γ), both CHF-CF2 and CF2-
CF2 are observed to be the main components
(Fig. 25).  These two bonding components are

considered to be the main components consti-
tuting the Teflon-family polymer.  Hence, it is
found that pressing at high temperature after
mixing localizes the Teflon-family polymer on
the electrode surface.

Figure 26 shows the analysis of C1s spec-
trum of the electrode surface (point δ) after
discharging.   As shown in the Fig. 26, both
CHF-CF2 and CF2-CF2 are observed to be the
major components as observed at point γ after
pressing at high temperature.   Of these two
components, the amount of the CF2-CF2 bond-
ing is observed to be higher than that of CHF-
CF2.  Moreover, the amounts of the compo-
nents caused by the Teflon-family polymer are
conspicuously lower compared with those of
the point γ after pressing at high temperature,
and the surface distributions of these compo-
nents are spread more widely than after press-
ing at high temperature.  

Iijima, et al. reported that the side-chain
components in the Teflon-family polymer
decompose and change to CF2-CF2 bonding
after discharging [1,2].   Moreover, from SEM
observation of the electrode after discharge, it
is reported that fibers are produced locally by
the decomposition of the Teflon-family poly-
mer [1,2].

The above results suggest that after dis-
charging, the Teflon-family polymer decom-
poses and distributes on the surface a com-
pound with CF2-CF2 bonding as the main
component.

Conclusions
In the present investigation, various materi-

als have been analyzed by using micro-area
analysis XPS.   The results obtained are differ-
ent from the macro-area analysis results that
had been obtained so far.   For XPS analysis of
materials, in particular, such as an electrode,
whose analysis position cannot be identified
by surface shape or a difference of color using
optical microscopy, the micro-area XPS analy-
sis can clearly show the difference of the
chemical-bonding state in their images or
spectra.

The JPS-9200 can carry out imaging meas-
urements at scales ranging from macro area to
micro area, and thus enables us to make proper
XPS analyses for surface segregation, differ-
ence of chemical-bonding states between parts
having the same color, and so forth.

From now on, with the progress of applica-
tion research for various materials by micro-
area analysis XPS, we hope that more useful
chemical information about the local surface
can be obtained.
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Introduction of New Products

Electron Beam Lithography System

JBX-3030MV
The JBX-3000MV is an electron beam lithography system for
mask/reticle fabrication that meets the design rule of 100 to70 nm.
This system features pattern writing with high speed, high accura-
cy and high reliability, achieved by high-end technology

� Accelerating voltage : 50 kV
� Electron gun emitter : LaB6 single crystal
� Workpiece dimension : up to 178 mm square
� Field stitching accuracy : �9 nm
� Overlay accuracy :�12 nm

Scanning Electron Microscope

JSM-6060LV/JSM-6060 
JSM-6060 is the high performance general purpose SEM with the
optics and the operation software basically same as the one devel-
oped for JSM-6460. JSM-6060 is packaged in a small console to
allow more freedom in layout. The completely automated electron
gun and the JEOL unique zoom condenser lens, which allow opti-
mization of the optics quickly, make the operation comfortable.
Also, a low vacuum (LV) version JSM-6460LV and an analytical
SEM version JSM-6460A/JSM-6460LA are available.   

� Resolution : 3.5 nm (LV : 4.0nm)
� Accelerating voltage : 0.5 to 30 kV 
� Magnification : 5 to 300,000

Field Emission Electron Microscope

JEM-2100F
The field-emission electron gun (FEG), which provides an elec-
tron beam with high brightness and high coherence, is essential for
high-resolution observation and nano-area analysis.  The JEM-
2100F, featuring advanced digital operation, is an integrated TEM
that gives full play to its various functions.

� Point resolution : 0.19 nm
� Accelerating voltage : 160, 200 kV
� Magnification : 50 to 1,500,000
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