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Introduction

Several experimental techniques (each hav-
ing distinct advantages and disadvantages, or
applicability) are available to study magnetic
structure and properties of materials [1, 2]. As
the characteristic size in device technologies
utilizing magnetic phenomena decreases, quan-
titative magnetic materials research with ever
increasing spatial resolution and sensitivity
becomes critical. For example, understanding
reversal dynamics, the effect of neighboring
magnetic elements, or the fine details of mag-
netic structures is crucial to continued techno-
logical development, and methods capable of
quantitative magnetization measurement with
high sensitivity and spatial resolution are
required.

Of the available techniques to carry out
quantitative magnetization measurement, off-
axis electron holography in a transmission elec-
tron microscope (TEM) [3, 4] has significant
potential with regard to spatial resolution and
sensitivity compared to many other techniques.
By recovering the phase shift of electrons pass-
ing through the sample, a direct relation to the
electrostatic and magnetostatic potentials asso-
ciated with the sample is obtained [5]. A criti-
cal aspect of holography is to characterize the
fringe spacing and contrast that can be obtained

with the holography setup for a given instru-
ment. The fringe spacing is directly related to
the spatial resolution that can be obtained [6],
while the fringe contrast directly determines the
phase sensitivity of the experiment [7]. Along
with the width of the interference patch, these
parameters specify the limits of what features
are meaningful in the recovered electron phase
shift.

In studies of magnetic materials, electron
holography is certainly not the only useful
TEM technique. Indeed, important information
of the magnetic structure and domain configu-
ration down to the nanometer scale can be
obtained through Lorentz and Foucault modes
of operation [8,9]. In situ magnetization
dynamics can also be studied in the TEM, for
example, with a specialized sample holder
capable of applying a small field in the plane of
the specimen [10 13]. Typically, the main
objective lens of the microscope is switched off
during these studies, and imaging is performed
with the objective mini-lens, similar to the low-
mag-mode in conventional TEM imaging. The
reason for this is to avoid penetrating the sam-
ple with the strong field ~30 kOe (for a 300kV
high-resolution TEM) of the main objective
lens. Nevertheless, the remnant field from the
objective, even while switched off, can produce
fields at the sample region on the order of a few
hundred Oersted. Certainly studies have
exploited this fact to carry out in situ magneti-
zation experiments by tilting the sample in this
remnant field [14], however, one needs to
know the field in order to calibrate the "applied
field". In other cases, knowledge of the rem-
nant field is important in order to address the
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effect of the microscope on the observed mag-
netic structure, and detailed characterization the
objective lens (OL) field in a TEM dedicated to
magnetic imaging is especially necessary.

The JEM-2100F-LM at Brookhaven
National Laboratory, Fig. 1(a), is specially
designed and dedicated to quantitative magnet-
ic imaging and holography, and is the first of
its kind in the United States. The instrument is
based on the JEM-2010F, a 200 kV TEM with
a thermally assisted field-emission source. The
unique feature of the JEM-2100F-LM is its
long focal length (17 mm) objective lens shown
in Fig. 1(b). Since the OL is weakly excited
and the specimen is located above the pole
piece gap, the magnetic field at the sample area
is significantly reduced to a few Oe when the
lens is on (3-4 orders of magnitude smaller than
a standard objective lens). A similar prototype
objective lens was first installed and tested on a
JEM-3000F microscope at Prof. Shindo’s lab at
Tohoku University in Japan. Although the
pole-piece gap of our instrument is about 8
mm, the tilt angle of the sample holder is still
limited to about 15° due to the narrow entrance
of the pole-piece to reduce the leakage field.
Since the objective lens is weakly excited, the
lattice resolution of the microscope in its speci-
fication is 0.7 nm, although we have obtained
test results better than 0.5 nm. The JEOL speci-
fication for the spherical aberration Cs of the
machine is 95 mm, while for the chromatic
aberration Cc is 16 mm. The other performance
of the instrument is quite the same as a stan-
dard JEM-2010F, including a wide range of
diffraction capabilities. This is particularly
important for magnetic domain imaging, where

we can easily observe the splitting of the cen-
tral beam due to the variation in local magneti-
zation, which is extremely useful for quantita-
tive Foucault imaging. Our instrument is
equipped with a 2 k � 2 k 16-bit CCD camera
(14 µm pixel size) and a JEOL biprism (0.6 µm
diameter, 180° rotation) for electron hologra-
phy.

In the following section we present measure-
ments of the fringe spacing, hologram width
and fringe contrast as a function of biprism
voltage for the HOLO-M mode setup of our
JEM-2100F-LM. In the section of “Lorentz
Imaging Characteristics”, we present measure-
ments of the objective lens spherical aberration
and the minimum focal step that can be
obtained with the microscope. In addition to the
holography measurements, we describe in the
section of “Objective Lens Field Measurements”
a relatively simple modification to adopt a Hall
probe to a standard analytic TEM holder that
allows us to easily and accurately measure the
OL remnant field in our JEM-2100F-LM. We
characterize the field along two orthogonal
directions, one perpendicular to the specimen
plane and the other along the axis of the holder,
and the spatial characteristics of the field pro-
file for all stages of specimen entry into the col-
umn. We also measure the OL field in the sam-
ple region as a function of operating OL volt-
age, which is important for in situ magnetiza-
tion experiments.

Holography Characteristics

In order to characterize the holography capa-
bilities of the JEM-2100F-LM, the fringe-

spacing, contrast, and hologram width were
measured as a function of biprism voltage [15].
Here, “hologram width” refers to the FWHM
of the interference patch, which differs from
the well-defined concept of “interference dis-
tance” [16]. The results are shown in Fig. 2
where data were collected in the HOLO-M
mode of the microscope, and lens program
determined and installed by the factory. The
results in Fig. 2 show the basic capabilities of
the microscope where moderate improvement
to the contrast might be expected with special
attention paid to the room environment. All
data were acquired using the now standard pro-
cedure of stretching the illumination along the
perpendicular to the biprism [6].

For measurement of fringe spacing and con-
trast, holograms were recorded at a nominal 48
kX magnification, which corresponds to a cali-
brated pixel size of 0.22 nm on the 2 k � 2 k
CCD camera. This corresponds to a sampling
of about 6 pixels per fringe for the finest spac-
ing. In this case, the transfer function of the
CCD camera is likely to have an adverse influ-
ence on the measured contrast, although the
detection properties of the CCD camera have
not been measured. Regardless, Fig. 2(a) and
(c) show that fringe spacing less than 1.5 nm
can be easily achieved with a moderate contrast
around 10-15%. The data shown in Fig. 2 were
recorded with 2 seconds exposure times during
normal working hours. Longer exposures often
resulted in significantly reduced contrast, and it
is clear that the principle limitations to the
holography performance are currently due to
vibration and the room environment in general.
This point, although far from being made for
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Fig. 1 (a) The JEM-2100F-LM at Brookhaven National Laboratory dedicated for
high-performance magnetic imaging and holography. (b) The specially
designed pole-piece of the long-focal-length objective-lens of the microscope.

(a) (b)



lution may be easily obtained with roughly a
500 nm field-of-view. Further, the fringe con-
trast is 20-25%, which provides suitable phase
sensitivity in general. For this microscope,
these conditions would be considered charac-
teristic of its median performance where higher
resolution, higher sensitivity, or larger field-of-
view cannot all be simultaneously obtained
with any sort of ease. The interplay between
spatial resolution and sensitivity (embodied by
the holographic fringe contrast) is summarized
in Fig. 2(d) where the fringe contrast (sensitivi-
ty) is plotted vs. the fringe spacing (resolution)
for our JEM-2100F-LM. For comparison, simi-
lar measurements made on our JEM-3000F (a
300 kV high-resolution TEM) in Lorentz mode
where the main OL is turned off and an objec-
tive mini-lens is used for image formation, are
also shown in the figure. There is an order of
magnitude improvement in holography per-
formance between the two machines.

Lorentz Imaging

Characteristics

Although the holography performance of the
JEM-2100F-LM is generally satisfactory for a
wide range of potential applications, one
desires complementary capabilities for quanti-
tative magnetic imaging. In particular, one may
use through-focus techniques [17,18] to obtain
quantitative magnetic information, but it is nec-
essary to know the focal step between recorded
images. Additionally, knowledge of the spheri-
cal aberration Cs of the imaging lens is
required, either directly in the case of through-
focus reconstruction, or indirectly for proper

Fig. 3   Plots of (a) coefficient of spherical aber-
ration, and (b) image defocus as a func-
tion of focal steps.

the first time, accentuates the importance of the
laboratory environment in carrying out the
most demanding experiments.

Figure 2(b) shows the measured hologram
width as a function of biprism voltage. With
the highest voltage where the fringe contrast is
still reasonable, the hologram width is easily 1
µm. While a large field-of-view is potentially
desirable, especially for magnetic studies where
fringing fields can be quite long ranged, in this
case the full 1 µm field-of-view cannot be com-
pletely utilized. This is due to limitations of the
CCD camera. That is to say, a minimum mag-
nification is needed to sample the fringes with
enough pixels and simultaneously, enough total
pixels on the camera are needed to cover the
whole hologram. In our case, the magnification
of the microscope is sufficient to sample the
fringes with about 6 pixels per fringe, but then
the field of the camera is only about 500 nm.
This translates to a less-than-optimum setup of
the recording conditions for biprism voltages
larger than about 75 V for our microscope.
Installation of a 4 k � 4 k CCD camera could
provide better terms of sampling, utilizing the
full field of the hologram.

Finally, consider the regime where the holo-
gram width is roughly 1.5 times the CCD field-
of-view for the highest available magnification.
This corresponds to a situation where the
Fresnel fringes from the biprism edge are large-
ly outside of the recording region, and repre-
sents a regime where the sampling is roughly
optimum given the constraints of the CCD size
and holography geometry. For our setup, this
corresponds to a biprism voltage around 70-75
V and, consequently, fringe spacing around 1.7
nm. Under these conditions, 5 nm spatial reso-
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interpretation of results in the case of transport-
of-intensity methods [19]. Knowledge of defo-
cus and Cs is also important for holography
applications involving high resolution since the
image wave is reconstructed rather than the
object wave. For this reason, we have measured
Cs and the minimum focal step �f for our
microscope.

A focal series of images were recorded at
200 k�magnification of holey carbon covering
the focal range from �36 to �36 focal steps
around zero defocus. For each image, numeri-
cal diffractograms were calculated, and all visi-
ble ring positions were measured. Between 9
and 35 ring measurements were obtained per
image depending on the focus. Following well-
documented methods, Cs and the absolute
defocus for each image were obtained [8, 20-
21]. Figure 3(a) shows the results of Cs meas-
urement for each of the 73 images recorded in
the series. During calculation of Cs for each
image, which requires a linear fit to the ring
positions, the R2 value of the fit was noted and
used as a weight when calculating the overall
average Cs value. The result, as shown in Fig.
3(a) by the dashed line, is Cs = (108.7 � 2.2)
mm. This compares reasonably well with the
value of 95 mm cited by the manufacturer
JEOL.

Figure 3(b) shows results of the absolute
focus obtained for each of the 73 through-focus
images. The focus is linear over the range of
�3 �m with a focal step �f = (87.6 � 1.4) nm.
For quantitative Lorentz imaging, these charac-
teristics of the focal behavior are satisfactory.
The measured value of Cs = 109 mm gives a
point-to-point resolution rmin� 0.67�3/4Cs1/4

=0.77 nm [21]. In terms of holography applica-

Fig. 2  Plots of (a) fringe spacing, (b) hologram width, and (c) fringe contrast as a func-
tion of biprism voltage. The sensitivity (fringe contrast) vs. fringe spacing (spatial
resolution) for the JEM-2100F-LM is plotted (d) to show the overall performance
of the holography capabilities, and compared directly to similar measurements
made on our JEM-3000F, a high-resolution TEM operated in Lorentz mode for
these measurements. The 2100F has an order of magnitude improvement in
holography capabilities compared to the 3000F.
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Fig. 4  Lorentz images of magnetic domains in square elements of Permalloy thin films. (a) Seven-domain configuration, where the verti-
cal lines are 180° domain walls. The white line is a divergent domain-wall with a line-scan of its intensity shown in the inset,
while the black line being a convergent domain-wall for this image focus. The arrows indicate the domain magnetization direc-
tion. (b) Vortex-domain configuration, where the white lines correspond to ~45° domain-walls with a vortex core (out-of-plane
magnetization) at the intersection. (c) The area selected by the diffraction (SAD) aperture to form the diffraction pattern in (d),
showing splitting of the transmitted beam. The position of the splitting spots allows us to determine the deviation from an ideal
45° magnetization near the vortex core. The domain label in (c) corresponds to the spot label in (d).
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tions, this does not impose any limitations for
the HOLO-M mode since the minimum fringe
spacing that can be achieved only approaches 1
nm and, therefore, a resolution larger than 3 nm
in the reconstructed wave.

As an example of the magnetic imaging
capabilities of the JEM-2100F-LM, Figs. 4(a)
and (b) are Lorentz images of magnetic
domains in square elements of patterned
Permalloy films grown by UHV e-beam depo-
sition on SiN substrate using shadow-mask
techniques. A line-scan of the image intensity,
inset of Fig. 4(a), across the divergent domain-
wall (white line features in the image) clearly
show oscillations in the Fresnel contrast,indi-
cating the suitability of the image formation
capabilities for possible quantitative studies.
Figure 4(b) shows a closure domain structure
in a similar Permalloy element where splitting
of the transmitted beam due to the magnetic
domain configuration is clearly seen in the dif-
fraction pattern, Fig. 4(d). Figure 4(c) indi-
cates the area of the sample selected by the dif-
fraction aperture, and this example illustrates
some of the possible diffraction capabilities of
the microscope. Combined with the Lorentz
imaging capabilities and holography perform-
ance, several experimental techniques are avail-
able with the JEM-2100F-LM suitable for mag-
netic studies.

Objective Lens Field

Measurements

The TEM holder that we adapted for the
Hall probe modification was the Gatan half-fin-
ished heating holder without heating elements

(Model 646), which is commercially available,
and is a high-resolution double-tilt TEM holder
(for a 2 mm pole-piece gap) with electrical
through-put providing four terminals near the
sample position for electrical contacts. The car-
riage that normally holds the TEM sample was
removed for our modification to allow addi-
tional space to mount the Hall sensor accurate-
ly at the normal specimen position within the
holder. Figure 5 is a picture of our modified
holder with the Hall sensor mounted at the
sample position; additional details can be found
in reference [22].

The objective lens of the JEM-2100F-LM
has a long focal length that allows the sample
to be situated above the pole-piece gap, in a 
“field-free” region, during normal operation.
The manufacturer provides specification that
the remnant field at the sample is ≤ 8 Oe. The
pole-piece for this microscope is designed such
that the strong field from the lens is routed
around the region where the sample sits by mu-
metal shielding. During insertion of the sample
into the TEM column, the sample passes
through an 8-mm gap in the shielding and,
therefore, may be subjected to significant mag-
netizing effects. This is one of the features we
wished to investigate with our adapted Hall
probe, in addition to the field characteristics at
the sample region during normal operation.

Measurements perpendicular to

specimen plane

The first measurements were made with the
Hall probe oriented in the modified holder so as
to measure the field along the optic axis of the
TEM, i.e., perpendicular to specimen plane.

This is expected to be the principle orientation
of the OL remnant field. We measured the field
along various positions of sample insertion into
the column with the OL on and as well as off,
and Fig. 6 shows the results of our measure-
ments.

As evident in the figure, there is a significant
difference for the 2100F-LM depending upon
whether the OL is switched on or off. When the
lens is excited to normal operating conditions,
the sample is subjected to about 350 Oe field
during insertion, presumably as it traverses the
gap in the upper pole piece of the lens. With
the OL off, however, only the remnant field of
the lens is directed along the shielding and the
sample is subjected to significantly reduced
field about 18 Oe. This indicates that normal
practice for loading a magnetic sample in this
microscope should involve switching off the
OL lens prior to insertion. With the sample
fully inserted into the column, the measured
field is 4 Oe when the OL is on, and 0 Oe when
the OL is off. In this case, the manufacturer's
specification of less than 8 Oe residual field at
the sample position is confirmed.

We performed additional measurements
with the Hall probe situated at the normal
working position of the holder in the TEM col-
umn, and excited every lens in the microscope
(except the OL, which we describe below) to
their fullest extent in order to determine
whether nearby lenses affected the field at the
sample region. We did not measure any differ-
ence in the field at the probe position, regard-
less of lens excitation. Nor did we measure any
difference as a function of sample position over
the full extent of stage translation. As a func-
tion of sample tilt we measured a slight reduc-

(a)

(b) (c)

(d)
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tion of the field (from 4 Oe to 3.8 Oe) for high
tilt above 20°. This is consistent with the rem-
nant field aligned mainly along the optic axis of
the microscope.

In terms of OL excitation, we indeed meas-
ure a field dependence on the lens potential
used to excite the lens. Figure 7 shows results
of measurements made as a function of lens
excitation. The standard lens excitation used
for normal operation of the microscope corre-
sponds to a lens potential of 0.76 V as read
from the lens-data display of the TEM. With
moderate lens excitation, we measure a roughly
linear increase in the field generated at the sam-
ple area. While these excited OL conditions are
far enough from normal operating conditions
that one does not have to worry about generat-
ing above 4 Oe on the sample during conven-
tional imaging and diffraction, it does allow for
the possibility to carry out in situ magnetization
experiments of the sort described in the intro-
duction.

Measurements in the specimen
plane

By rotating 90° the aluminum support hold-
ing the Hall probe, we were additionally able to
measure the component of remnant OL field
along the axis of the holder, i.e., one of the
directions in the plane of the specimen. Figure
8 summarizes the measurements made, and
there is again a significant difference depend-
ing whether the OL is on or off. As seen in the
figure, when the OL is switched off, the meas-
ured field peaks at about 18 Oe and switches
from an initial negative polarity (directed away
from the column center) when the sample
insertion begins, to a positive polarity (directed
toward the column center) when the sample
passes through the mu-metal shielding. Still,
the field component is relatively small,
although the same magnitude as the perpendi-
cular component. This further supports the con-
clusion that the OL lens should be turned off
prior to sample insertion in order to minimize
magnetizing effects from the OL field.

With the OL turned on, the field component
along the holder axis is quite large on average,
switching polarity relative to the probe during
the insertion process. We note that the right-
most measurement (at 7 cm distance in Fig. 8)
corresponds to the probe located in the load-
lock of the specimen exchange, which explains
why the measured field is not zero.
Nevertheless, our results indicate that this in-
plane component is just as significant as the
out-of-plane component during sample inser-
tion regardless of whether the OL lens is on or
off, albeit the net field is much smaller with the
lens turned off. When the sample is in the nor-
mal operating position, i.e., fully inserted, we
measure about 1.6 Oe for the in-plane field
component. Comparing this to the 4 Oe vertical
component, it appears that the residual field on
the sample cannot be considered essentially
vertical, even if the main component is indeed
along the optic axis.

Holography  Examples

The unique capabilities of our JEM-2100F-
LM allow us to investigate magnetic structures
in comparatively low field, about 4 Oe vertical
residual field compared to ~200 Oe in a con-
ventional microscope when the objective lens

is switched off. While the principle utility of
the JEM-2100F-LM is for application to mag-
netic studies, we illustrate the comparatively
high resolution and sensitivity of the hologra-
phy capabilities of this microscope with two
examples. The first example, while purely an
electrostatic problem involving measurement
of charged latex spheres, nicely illustrates nev-
ertheless the sensitivity of the microscope.

Figure 9 shows holography results from a
94 nm latex sphere dispersed on holey carbon
substrate. The cosine map of the reconstructed
phase, Fig. 9(a), is amplified 16� to show the
fringing field associated with the charged
sphere. The phase was reconstructed from a
hologram recorded with 1.97 nm interference
fringes and 18% contrast in the sample. A pro-
file of the circularly averaged phase shift across
the sphere is shown in Fig. 9(b), along with the
calculated phase shift shown as a red line. The
best-fit parameters of the calculated phase shift
gives a mean inner potential of 5.4 V and 65
electrons of charge distributed on the surface of
the latex sphere. In this experiment, a much
smaller charge than 65 electrons could have
been detected (at least by a factor of 2), but
serves in any case to illustrate the sensitivity of
the microscope when combined with theoreti-
cal modeling and interpretation.

With the low-field characteristics of the spe-
cially designed pole-piece of the JEM-2100F-
LM, combined with the capability to carry out
holography experiments at comparatively high
spatial resolution, we have initiated study of the
structure of vortex cores in magnetic nan-
odisks. The vortex core is a nanometer-sized
region of vertical magnetization that forms at
the center of the vortex closure-domain, and is
typical of nanodisks in a certain size range.
While this phenomenon was experimentally
observed using surface-sensitive spin polarized
scanning tunneling microscopy [2], a great deal
remains unknown, including the degree of
extension of the vortex core as a function of the
anisotropy of external parameters and disk size,
as well as the transition of spin moments from
in-plane to out-of-plane near the core due to
quantum mechanic exchange.

Preliminary holography experiments involv-
ing measurement of the vortex core structure in
thin Permalloy disks are summarized in Fig.
10. Samples consisted of 1 �m patterned
Permalloy disks, about 20 nm thick, deposited
on holey carbon substrate using shadow mask
techniques by UHV e-beam deposition.
Holography experiments were carried out with
a biprism voltage of 110 V giving 1 nm inter-
ference fringes and about 5-10% contrast in the
sample. In Fig. 10, the phase profile retrieved
from holography (black line) is obtained after
circular averaging about the core center, and is
compared with a simulated profile where the
core structure is neglected (red). In the inset, a
more physical phase profile (blue) is matched
against the data showing that near the core the
signal drops due to the associated vertical com-
ponent of the magnetization, mz. In modeling
the vertical component of the vortex core we
took the ansatz mz=[1+(r/r0)2]�� where r is the
distance from the core center. Best fit to the
holography data gives r0=28 nm and α=7/3.
The FWHM of mz with these parameters is 33
nm providing a characteristic size of the vortex
core region in these particular Permalloy ele-
ments.

Fig. 6  Magnitude of the magnetic field profile
as a function of distance from the cen-
ter of the TEM column for the JEM-
2100F-LM. (The lines in the plot are
only to guide the eye between meas-
ured data points.) Independent meas-
urements were made with the OL on
(open squares) and off (closed squares).

Fig. 7  Field measured along the optic axis as
a function of OL excitation in the
JEM-2100F-LM. (The line in the plot
is only to guide the eye between meas-
ured data points.) The standard lens
excitation for normal operation corre-
sponds to 0.76V. Above about 0.85V,
the field at the sample is roughly lin-
ear with OL excitation.

Fig. 8  Magnetic field profile along the holder
axis as a function of distance from the
center of the TEM column for the JEM-
2100F-LM. (The lines in the plot are
only to guide the eye between meas-
ured data points.) Independent meas-
urements were made with the OL on
and off. A positive polarity in the meas-
ured value corresponds to field compo-
nent directed towards the center of the
column, while a negative polarity indi-
cates an outward direction.
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Fig. 5  Our modification to a standard double-
tilt TEM holder with electrical through
put allowing for a Hall probe to be
mounted in the normal sample posi-
tion. This modification allows accurate
measurement of the OL field generat-
ed at the sample location.
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Fig. 10  Circularly averaged phase profile (black line) from electron holography of a
magnetic vortex formed from closure domain structure in a 20-nm Permalloy
disk compared with simulated profile where the vortex core structure is neg-
lected (red). In the inset, a more physical phase profile (blue) is matched
against the data showing that the experimental signal drops due to the asso-
ciated loss of the vertical component of magnetization. Top left: scheme of
the magnetization distribution in a circularly magnetized disk; Top right:
electron-optical phase shift associated with the disk.

Fig. 9  (a) cosine of 16� amplified reconstructed phase from latex sphere, and (b) cal-
culated phase shift (red line) for a sphere with 5.4V inner potential and 65
electrons of charge distributed on its surface.

Summary and Conclusion

While we continue with experiments and
analysis of vortex core structure, the simple
examples described above, including charge
measurement on latex spheres, illustrate the
unique holography capabilities of the JEM-
2100F-LM for both electrostatic and magneto-
static studies. In characterizing the holography
performance of the JEM-2100F-LM, we have
found it easily suited for magnetic studies
requiring a large field-of-view (about 500 nm)
while maintaining high spatial resolution
(about 5 nm) in the reconstructed phase.
Measurement of the spherical aberration coeffi-
cient of the specially designed objective lens,
which agrees with the manufacturer’s claim,
and calibration of the minimum focal step

allows for the possibility for quantitative
Fresnel imaging techniques, including through-
focal techniques, that can supplement electron
holography studies. During measurement of the
objective lens field of the microscope we found
that several hundred Oersted can be applied to
the sample, if desired, which depends linearly
on the moderate lens excitations we measured.
Overall, the residual field on the sample due to
the specially designed pole-piece is about 4 Oe
under normal operating conditions, suitable for
a wide range of studies involving magnetic
materials. Combined with theoretical develop-
ments, such experimental capabilities will offer
an opportunity to gain new essential scientific
knowledge on technologically important mag-
netic structures at the nanoscale.
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Introduction

As soon as it was possible to observe sur-
faces in the direct space with rapid image
acquisition and high surface sensitivity, studies
of surface dynamic processes largely
improved. Since Ruska seminal works [1],
two techniques of electron microscopes specif-
ic for surface studies have  been successively
proposed: Reflection Electron Microscopy
(REM) proposed in 1933 [1] but only available
in 1978 [2], and more recently Low Energy
Electron Microscopy (LEEM) proposed in
1962 [3] and available in 1985 [4].  

In the REM method electrons of high
energy (100-200 kV) are used so that  surface
sensitivity is only obtained by working at
glancing incidence. More precisely, a RHEED
pattern of the surface is formed at the back-
focal plane of the electronic lens and the REM
image, obtained after selection of a RHEED
spot by an objective aperture, is projected on
the microscope screen. Working with glancing
incident electrons allow to be surface sensitive,
but the “price to pay” is a severe foreshorten-
ing of the images so that the magnification is
roughly 50 times higher in the direction per-
pendicular to the electron beam than in the
direction of the electron beam. In spite of this
image distortion, REM has been successfully
used to study structural phase transitions,
adsorption processes, crystal growth or evapo-
ration, nanostructure formation.

Our task in this short paper is to show how
some simple improvement of the microscope
may be used to enhance REM capabilities. 

Improvement of the REM
Capabilities

As above-mentioned, in REM the image is
foreshortened by a factor sin� where � is the
incidence angle of impinging electrons onto
the surface. The exact value of the foreshorten-
ing depends upon the order of reflection used
for imaging but in classical conditions roughly
oscillates between 40 and 70. In our usual con-
ditions we have a factor of 50 so that the mag-
nification rate of the image is 50 times lower
in the direction parallel to the electron beam
than in the direction perpendicular to the elec-
tron beam. The distorted images may be
numerically corrected, but the finite size of the
pixels limits the final resolution so that numer-
ical correction of REM images is not efficient
to restore the original object with a good accu-
racy (see Figure 1). An alternative which
would avoid any numerical correction would
be to set upright the electronic image  in the
microscope before the screen or directly on the
screen. In fact the simple way is to use a geo-
metrical correction of the distortion by tilting
the screen on which the image is projected. In
other words a simple tilt of the screen should
be enough to compensate the distortion due to
the glancing incidence. However such a geo-
metrical compensation can only be used when
the following conditions are fulfilled: 

(i) The tilt screen axis has to be parallel to
the high magnification sample tilt axis. Indeed
because of the image rotation associated to the
electronic magnification change encountered
the microscope JEOL JEM-100C we use, the
position of the tilt axis of the screen, necessary
for the geometrical correction, depends upon
the amplitude of the electronic magnification.
Thus two movements of the screen are needed.
The first one consists in putting in coincidence

the tilt axis of the screen with the high magni-
fication axis (the rotation tilt axis of the sam-
ple). The second one is to tilt the screen from
its initial position towards the grazing inci-
dence �’ which allows a complete geometrical
correction by fore-extending the image by a
factor sin�’ which corrects the foreshortening
due to the grazing incidence sin� *1 onto the
sample. The correction should be complete for
���’.

(ii) The depth of focus has to be large
enough to insure good focus conditions on the
whole screen. Owing to the high total magnifi-
cation used in electronic microscopes the
depth of focus (which must not be confused
with the depth of field) practically is infinite so
that it is possible to tilt the screen without
introducing any additional blurring of the pro-
jected image.

(iii) The electronic intensity must be suffi-
cient to compensate the intensity loss due to
the glancing incidence on the sample and on
the screen. In our configuration the intensity
current only reaches 10–12A cm–2 which is not
enough to obtain a good image in video mode.
We have thus substituted a CCD electron mul-
tiplier to our classical analogical camera. More
precisely we have used a C9100 series camera
of Hamamatsu but we have kept the initial flu-
orescent screen. Unfortunately, working in
grazing incidence enhances the screen defects.
Another solution should be to acquire a com-
pletely out-of-focus image that contains no
information about the sample structure but
only overall screen intensity variation then to
correct pixel by pixel the image.

Towards Low Distortion
Reflection Electron
Microscopy (LODREM)

When the former conditions are fulfilled,
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Owing to its surface sensitivity, Reflection Electron Microscopy (REM) is widely used  to study surface structure and
surface dynamic processes. However, because of  the glancing conditions,  REM images are severely foreshortened in
one direction.  We show that a simple modification inside the column of the microscope  allows a true correction of
the distortion. We call the new method we describe Low Distortion Reflection Electron Microscopy and give it the
acronym LODREM.
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the new above-mentioned microscope configu-
ration allows to obtain low distorted or non
distorted  images and thus gives a second birth
to REM applications so that we do not hesitate
to give a new acronym for Low Distortion
Reflection electron Microscope (LODREM)
[5].

In Figure 2 is reported in a schematics
way the ray diagram for REM and LODREM
configurations. In addition, we report on the
right part of the scheme the transmitted image
formed by an array of circular holes in a
graphite membrane (the sample)  the normal of
which forms an incident angle of  85° with the
incident electrons. Because of the foreshorten-
ing, the image in the usual REM plane is
formed of several elliptic holes (see REM
image in Figure 2), but a simple tilt of the
screen is enough to restore the good circular
shape. Obviously when increasing the screen
angle �’, the ellipsoid shape evolves towards a
circular form (reached for ���’) then must
evolve again towards an elliptic shape for �’
>�. The non distortion condition is thus
obtained when we observe the largest structure
in the direction perpendicular to the screen
axis. As an illustration  we report in Figure 2
two LODREM images obtained with two dif-
ferent screen angles. In the intermediate image
obtained at sin(25°)�0.4, the holes are still a
bit elliptic, while in ���’�85° conditions the
circular shape is recovered*2.  

The principle of LODREM correction is
perfectly illustrated in Fig 3 where are report-
ed the images of a spiral of evaporation
recorded for various increasing screen angle.
The first image is close to REM conditions, the
last one corresponds to LODREM conditions
(���’).

In Figure 4 are reported some illustrations
of the LODREM capabilities. For this purpose
we give in Figure 4a a typical REM image of

Fig.2 Schematic ray diagram for REM and LODREM condi-
tions. On the right are given the REM and LODREM
images of holes in a Carbon membrane.

Fig.1 REM image of  a spiral of evaporation on a Si(111)
surface obtained after numerical correction. The pixel
size limits the resolution [5].

a Si(111) surface where can be recognised
monoatomic steps and step bunches. At the
same in Figure 4b is given a REM image of a
spiral of evaporation due  to a screw disloca-
tion. In Figure 4c is shown a LODREM image
of a part of a Si (111) surface exhibiting a train
of monoatomic steps, while in Figure 4d is
shown a LODREM image of a spiral of evapo-
ration. Comparing REM and LODREM
images is enough to understand the new capa-
bilities offered by LODREM with respect to
REM. In order to illustrate the screen angle
effect we give in Figures 4e and 4f two
images of the same zone recorded in true
LODREM condition that means when the
screen and the sample angle are identical (Fig
.4f) then when the screen angle is smaller (5°)
than the sample angle so that a weak distortion
remains (Fig. 4e).

Conclusion

In 1993 the review paper of Yagi [6] con-
cluded that “correction to foreshortening in
REM images are important to get a quantita-
tive characterization of the surface topology”.
We have demonstrated that a simple geometri-
cal modification of the microscope allows such
a physical correction, avoiding any numerical
correction of the image for which the pixel
size is the limiting factor so that we do not hes-
itate to give a new acronym for Low Distortion
Reflection Electron Microscope (LODREM).
Beyond the improvement of REM (towards
LODREM), we believe that such a system
could also be very useful for other microscopic
techniques such as TEM for which it would
allow (i) to obtain a multiscale image and (ii)
to control the shadow effect. More precisely
the multiscale image could give access to vari-
ous scales of periodicity and/or curvature on a
given sample while the controlled shadow

effect (by simultaneous tilt of the sample and
the screen) could allow to observe simultane-
ously the lateral and vertical size distribution
of a collection of 3D objects deposited on a
surface. 
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Fig . 3  Images of a spiral of evaporation recorded by for various increasing screen angle. The first image is close to REM conditions
(weak  �’ angle), the last one corresponds to LODREM conditions (���’).  In this last case, because of the grazing incidence
the screen defects are visible.  The horizontal dimension of each image is roughly 10 �m.

LODREM Si(111) Spiral (sublimation) different angles of the LODREM Screen
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Fig.4  Comparison between typical REM images (a and b) and LODREM images (c-f) obtained on Si(111) surfaces: (a) Typical REM
image with monoatomic steps and step bunches, (b) REM image of a spiral of evaporation. (c)  LODREM image of monoatomic
steps, (d) LODREM image of a spiral of evaporation, (e) and (f) typical LODREM images of a Si surface with monoatomic
steps and step bunches. The only difference between the two last images is the screen angle. In image (e) the screen angle is
smaller than the sample angle so a weak distortion remains. It is not the case in figure (f) where the two angles are identical.
The vertical dimension of each image is roughly 2 �m.
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Where Are the Atoms in Quasicrystals? 
- direct imaging by aberration-corrected STEM -
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Introduction

Quasicrystals are aperiodic solids that are
characterized by their rotational symmetries
being incompatible with conventional periodic
lattice order; e.g. icosahedral symmetry in
three dimensions and ten-fold symmetry in the
plane. At present both thermodynamically
metastable and stable quasicrystalline phases
can be formed in a variety of metallic alloys,
and certain stable phases can be grown into a
single grain several millimeters (Fig.1(a)) or
even centimeters in size. Even though their
diffraction peaks appear to be not periodic,
some highly-perfect quasicrystalline materials
exhibit quite sharp diffraction peaks
(Fig.1(b)), whose sharpness is comparable to
that from nearly-perfect crystals such as silicon
within the limits of instrumental resolution.
This is quite striking fact for the crystallogra-
phy, since the diffraction peaks represented by
delta-functions had been believed to be possi-
ble only for periodic crystals. Nowadays we
interpret this novel, interesting long-range
order as true quasiperiodicity, which is not a

simple periodic arrangement of a unit cell as a
normal crystal, but instead is composed of an
array of two or more unit cells as represented
by the Penrose tiling (Fig.1(c)). Quasiperiodicity
is a precisely defined aperiodic order, and we
particularly note that the term quasicrystal is a
short form for ‘quasiperiodic crystal’; it never
means an imperfect, pseudo-crystal as one
might guess from the expression. Rather, qua-
siperiodicity represents just as rigorous an
ordering as periodic order. 

“Where are the atoms?” – soon after the
announcement of a quasicrystal discovery [1],
Bak raised a simple but fundamental key ques-
tion regarding its atomic structure [2]. The
answer for this question is not so straightfor-
ward; one may face multiple solution problems
when trying to tune the quasiperiodic atomic
configurations solely based on the standard x-
ray diffraction experiments. We describe qua-
sicrystal structure according to a quasiperiodic
lattice (quasilattice), as exemplified by the
Penrose pattern composed of two different
rhombic tiles those arrayed with matching
rules. Variant quasilattices can also be con-
structed by using these two rhombic tiles
(without matching rules), and each of them
gives rise to identical diffraction intensity dis-
tributions. This is due to a local isomorphism
of a quasilattice, and hence the multiple struc-
tural solutions, differing in tile (cluster)
arrangements and local atomic configurations,
intrinsically occur from the diffraction data

[3]. Atomic-resolution electron microscope
images are unique in this regard, as they
directly represent the local atomic structure
and can therefore investigate details of the
cluster arrangements and relevant local atomic
configurations. We below describe a recent
remarkable progress of atomic imaging by
STEM, which have been achieved through
aberration correction of the beam convergent
lens [4, 5].

Incoherent Imaging in STEM

Annular dark-field (ADF) STEM provides
atomic-resolution images by effectively illumi-
nating each atomic column one-by-one as a
finely focused electron probe scans across the
specimen, generating an intensity map at the
ADF detector. The atomic images may, to a
good approximation, be interpreted assuming
independent scattering from individual atomic
columns, and hence the observed intensity dis-
tribution (I(R)) can be simply described by a
convolution between a probe-intensity func-
tion (P(R)) and a scattering object function
(O(R)) [6] (the mathematical definition of
incoherent imaging: Fig. 2);

I (R) = O(R) � P (R)             - (1)

It should be noted that the STEM incoher-
ent imaging becomes possible only when the
ADF detector is located at sufficiently high-
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The scanning transmission electron microscope (STEM) with an annular dark-field (ADF) detector provides atomic-
resolution incoherent images, whose resolution is dominated, to a good approximation, by the size of convergent elec-
tron beams. Improving a spherical aberration of microscope objective lenses has been successful in converging the
beam into sub-Å scale, achieving a remarkably better resolution for STEM. Here we demonstrate the performance of
aberration-corrected STEM based on direct imaging of a complicated quasicrystalline compound, which is composed
of relatively light (aliminium) and heavy (transition metals) elements. 



JEOL News Vol. 42E No.1     13 (2007) (13)

Fig. 1 (a) Optical micrograph of a large dodecahedral grain of Zn56.8Mg34.6Ho8.7 quasicrystal successfully grown from the melt via
slow-cooling method (courtesy of Ian Fisher and Paul Canfield [11]). (b) Electron diffraction pattern taken along the tenfold
symmetry axis of the Al72Ni20Co8 decagonal quasicrystal, one of the best quasiperiodic ordered materials available today. (c)
Penrose tiling, which explains all structural fundamentals seen in a quasicrystal. Two rhombic tiles are arranged in accor-
dance with the matching rule; this is a strict mathematical rule that forces the tiles to join uniquely into a perfect quasiperiodic
pattern.

Fig. 2 Schematic illustrations of inco-
herent imaging in ADF-STEM
(left) and calculated probe inten-
sity distributions before and
after aberration correction
(right). 
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angle scattering ranges. Electron channeling
along the atomic columns is achieved through
the effective excitation of 1s Bloch state due to
dynamical diffraction; though, this is not
enough. To realize as if the individual columns
are to be illuminated independently (Eq. (1)),
filtering by the ADF detector to reduce the
effects of other excited Bloch states, e.g. 2s
state, is essentially necessary [7]. This Bloch
state filtering to select 1s-state becomes signif-
icant at high-angle scatterings, and therefore
the ADF detector is needed to be placed at
those scattering ranges. At high-angle scatter-
ings, the detector captures mostly the thermal
diffuse scattering (TDS), whose intensity is
well described by the TDS cross section (�TDS )
that contributes to the ADF detector range.
Since the TDS intensity is almost proportional
to the square of atomic number Z, ADF-STEM
imaging provides a significant Z-dependent
contrast (Z-contrast) [6]. We here note that
TDS described by �TDS is sufficient for estimat-
ing the integrated intensity reaching the detec-
tor, although it does not reflect any fine details
of the high-angle diffraction pattern including
Kikuchi lines (incoherent estimation of the
scattering intensity).

As described above, Z-contrast is an
unavoidable consequence of the incoherent
STEM imaging. Incoherent STEM images are
an ideal intensity map that represents directly
the specimen scattering power, which can be
intuitively inverted to the O(R)  that represents
atomic structures. However, resultant structur-
al information have been limited to mostly the
heavy atom positions due to its Z-contrast
nature, even when the simultaneous imaging
of both the light and heavy atoms is required
for the determination of complex compound
structures. After the spherical aberration (Cs)
correction of the objective lens in STEM, the
available electron probe, P (R), is now much
sharper and brighter than before (Fig.2, right).
This enables the ultrahigh-resolution incoher-
ent imaging with significantly improved sig-
nal/noise ratio, emerging the light atom posi-
tions those even sitting nearby the heavy atom
sites. Below we briefly demonstrate the per-
formance of the present Cs-corrected STEM
based on the observation of an Al-Cu-Co qua-
sicrystalline compound.

STEM Experiment

ADF-STEM observations were performed
by JEM-2010F (Cs = 0.5 mm) and JEM-2100F
with CEOS Cs-corrector (Cs ~ 0). The mini-
mum full-width half-maximum (FWHM) of
the probe are estimated to be approximately
~1.5Å and ~0.9Å, respectively. Samples for
STEM observation were prepared by crushing
the single-quasicrystal of decagonal compound
Al66Cu17Co17, followed by dispersing the
crushed powders on perforated carbon films
supported on copper grids. By this method,
surface amorphous layer, roughness, and con-
tamination that are frequently induced by ion-
milling and strongly affect the ADF contrast
can be avoided.

Imaging of Al66Cu17Co17

decagonal quasicrystal

Decagonal quasicrystals are the planar
realization of a quasiperiodic order, whose

structure is described as a periodic stack of
quasiperiodic layers and is composed of
decagonal columnar clusters as a building unit.
Because of their two-dimensional character,
quasiperiodic planar arrangements of atoms
can be directly addressed through high-resolu-
tion observations viewing along the tenfold-
symmetry axis [8]. Al66Cu17Co17 decagonal
phase is thermodynamically stable and known
to form well-ordered quasiperiodic structure
with a certain amount of phason-related struc-
tural disorders.  

Figures 3 (a) and (b) show the ADF-
STEM images of the decagonal Al66Cu17Co17,
obtained before and after the Cs-correction,

respectively. From a comparison of these
images, we immediately notice significant
improvements of resolution and signal/noise
ratio. The better resolution can be firstly seen
for the brightest spots representing the atomic
columns of Cu or Co, which appear to be quite
sharper after the Cs-correction. Secondary, by
looking carefully the image after the Cs-cor-
rection, there emerges many weak spots
between the brightest spots; concerning the
present compound of Al66Cu17Co17, these are
reasonably attributed to the Al columns. This
is a remarkable effect of Cs-correction, provid-
ed a better signal-to-noise ratio which has been
realized by suppressing secondary-maxima

Fig. 3 ADF-STEM images of Al66Cu17Co17 decagonal quasicrystal, taken with (a) JEM-
2010F (Cs = 0.5mm) and (b) JEM-2100F with Cs-corrector (Cs~0). (c) Maximum-
entropy deconvolution map obtained from Cs-corrected image of (b).

a

b
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before Cs correction

after Cs correction

after ME deconvolution
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Fig. 4  Decagonal cluster with five-fold symmetry, which is a structural unit for the present decagonal Al66Cu17Co17. Circles with a
diameter of about 2 nm are inserted for its representation.  In the structural model, TM represents the transition metals,
namely Cu or Co.

that exist in uncorrected probe tails, and by
increasing probe current (see Fig. 2). For the
incoherent images described by Eq.(1), atomic
structures, O(R), can be directly addressed by
a simple deconvolution procedure using P(R)
at given equipment parameters. Deconvolution
using maximum entropy (ME) algorithm gives
a safest, least possible structure that fits the
experimental image. Fig.3 (c) shows the result
after ME-deconvolution on Cs-corrected
image, where the weak spots representing Al
columns emerge out clearer by effective reduc-
tion of the quantum noise. Here we note in
particular that, even applying the ME-decon-
volution processing, the weak peaks never
showed up from the non-Cs corrected STEM
image (Fig.3 (a)) [9]. Given that sufficient sig-
nal/noise ratio with the Cs-corrected
sharper/brighter probe, the ME-deconvolution
effectively works to search the weak peaks that
represent relatively light atomic sites.  

Now we are able to discuss local structural
details based on the incoherent STEM image,
in which distributions of both the heavy and
light atoms are seen simultaneously even
under the Z-contrast condition. Figure 4
shows an example of the cluster structure of
the present Al66Cu17Co17 quasicrystalline com-
pound. One of the questions has been whether
or not the Al atoms sit at the center of the clus-
ter, since the atomic behaviors around the clus-
ter center are believed to be the key to under-
stand phason-related fluctuations [10]. Cs-cor-
rected STEM imaging has indeed provided the

answer – we see a certain weak peak at the
cluster center in Fig.4, which is found to be
reasonably attributed to the Al sites after tun-
ing the cluster structure.

Summary

We have demonstrated that Cs-corrected
STEM imaging provides a direct interpretation
for not only heavy atom arrangements but also
the light atom distributions in the
Al66Cu17Co17 quasicrystalline compound, even
under the significant Z-contrast mode. By tak-
ing full advantage of incoherent STEM imag-
ing, we do expect that STEM will uncover the
veiled local structural details for various types
of complicated compounds, whether they are
periodic or aperiodic, to be providing a consid-
erable number of breakthrough results in mate-
rials science.
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Introduction

Recently, super- and subcritical water
attracts much attention as a green solvent alter-
native to harmful organic solvents. Various
kinds of new organic reactions have been
found to be induced in super- and subcritical
water [1], [2], [3], [4], [5]. Actually, nature has
known the power of supercritical water since
long before human beings have begun to learn
it. Hot water is naturally abundant in the
hydrothermal vents in the deep ocean [6].
Supercritical water was much more widely
spread in the hot ancient ocean and thus chem-
ical evolution is believed to have proceeded in
hot water. Recently hydrothermal synthesis of
a precursor of an amino acid has been demon-
strated in a test tube [7]. Thus supercritical
water is a novel, green, and natural solvent for
the next generation.

In order to understand, utilize, and control
supercritical reactions, we need to elucidate
the supercritical hydration from a dynamic
viewpoint. NMR is a most suitable, promising
method for the purpose. Previously, proton
NMR [8], [9], [10], neutron scattering [11], x-
ray diffractometry [12], infrared (IR) [13], and
Raman spectroscopies [14] have been used to
study the structure of supercritical water. NMR
data can be analyzed more simply and clearly
than IR and Raman data because of the infor-
mation about the hydrogen-bonding structure
due to the motional narrowing. According to
the state-of-the-art, modern NMR apparatus is

much more powerful than the neutron scatter-
ing and x-ray diffractometry. Using the first-
generation NMR probe, we have elucidated
the existence of the static hydrogen bonding
[8], [9] and the timescale of the rotational
dynamics (several tens of fs) in supercritical
water [15]. 

We have developed a second-generation
high-temperature NMR probe that can be
applied to the translational, as well as rotation-
al, diffusion measurements [16]. The transla-
tional dynamics is important since diffusion
controls the rate of collision between reactive
species. So far, the method applicable for
supercritical conditions has been limited to the
electric conductivity measurement [17], [18],
[19], [20]. However, the conductivity method
cannot be used for neutral species. The limita-
tions should be overcome because some of
interesting chemical reactions in such neutral
molecules as H2, CO, CO2, HCOOH, and H2O
are known to play a key role in controlling
supercritical water reactions. Using NMR,
such neutral molecules are observable. The
difficulty in measuring the high-temperature
diffusion is the temperature inhomogeneity
that can affect the diffusion measurement to a
large extent. We have overcome this difficulty
by introducing a new heating system that can
regulate the temperature with precision. In the
newly developed system, the sample is sym-
metrically heated from the upper and lower
sides by using a solid-state material of high
thermal conductivity. The new probe is multin-
uclear, and can be used for a variety of nuclear
species over a wide range of frequencies in a
single set-up; various metallic elements (ions)
can be also monitored by the new probe. The

present high-precision NMR probe allows us
to discuss the self-diffusion in the extremely
low density region [21]. The new probe has
been successfully applied to elucidate such a
subtle effect as the isotope effect at high tem-
peratures [16]. The self-diffusion coefficients
are determined accurately enough to allow
detailed comparison to theoretical analysis.

In this paper, we demonstrate the versatili-
ty of the new high-temperature NMR probe
and show the recent results on the self diffu-
sion measurement in super- and subcritical
water. We also briefly introduce the possible
applications of the new probe to a broad range
of areas.

High-Temperature Probe

The following limitations of the first-gen-
eration probe [8], [9] have been improved by
the second-generation high-temperature NMR
probe. (i) The field strength of the supercon-
ductor magnet was 6.35 T (270 MHz for 1H,
wide-bore). (ii) The probe was not for multinu-
clear use (a different probe for each nucleus).
(iii) The temperature homogeneity was insuffi-
cient for diffusion measurements because of
the one-way flow of heated nitrogen gas from
the bottom. The new probe was cooperatively
developed by the Kyoto University group and
JEOL; patent application, No.WO2005/022183.
The probe is built into a 500 MHz system
(JEOL JNM-ECA500) with a wide-bore super-
conductor magnet (11.3 T). The new high-tem-
perature probe is multinuclear and can cover a
wide range of resonance frequencies of 36-500
MHz; 14N, 35Cl, 133Cs, 17O, 2H, 29Si, 13C, 23Na,
31P, 19F, and 1H can be measured with a single
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A high-resolution nuclear magnetic resonance (NMR) probe (wide bore, 500 MHz for 1H) has been developed for multi-
nuclear pulsed field gradient spin-echo (PGSE) diffusion measurements at high temperatures up to 450ºC. The high-
level temperature homogeneity at high temperature is attained by using an innovative solid-state heating system com-
posed of a ceramic (AlN) with high thermal conductivity. The new probe has been applied to the self-diffusion meas-
urements on supercritical water over wide temperature and density ranges of 30-400 ºC and 0.0041-1.0 g cm –3,
respectively.
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probe, irrespective of the charge of the moni-
tored species. We have succeeded in determin-
ing the self-diffusion coefficient of the sodium
ion in supercritical aqueous electrolyte solu-
tion [22]. 

In Fig. 1, we illustrate the new high-tem-
perature probe. To minimize the temperature
gradient in the sample, two electric heaters are
placed symmetrically on the upper and lower
sides of the sample. The sample holder is made
of a good heat conductor, aluminum nitride;
the thermal conductivity is as high as 200 W
m– 1 K– 1, which is close to that of aluminum
(240 W m– 1 K– 1). The rf coils are made of
gold and can resist high-temperatures up to
450 ºC.  A large magnetic field gradient of 270
G cm– 1 can be generated at maximum. Hence
the probe can be applied to measure the self-
diffusion for various molecular species with
low frequency and/or slow motion. To cancel
the leaking of the gradient pulses, the shielding
coil is incorporated. The heated nitrogen gas
used in the previous probe is no longer neces-
sary, and thus the new probe can be handled
almost as safely as a normal solution-state
probe. The gas-flow system is composed of
materials of a wide range of magnetic suscepti-
bility. This influenced the internal magnetic
field and limited the shim conditioning to a
high level.

The present measurements are carried out
under isochoric conditions. The high-tempera-
ture and high-pressure conditions are con-
trolled by the sealed tube method as shown in
Fig. 2 [7], [8], [15], [16], [21]. The sealed
quartz tube was positioned at the rf center to
attain a high level of resolution.

Temperature Homogeneity

Homogeneous temperature distribution is
indispensable for accurate NMR diffusion
measurements at high temperatures. The tem-
perature distribution within the new probe sys-
tem is shown in Fig. 2 as a function of the
height z from the bottom of the sample holder.

Fig. 2  The temperature distribution in the sample holder as a function of the height z (mm) from
the bottom; the temperature monitored by the probe thermocouple is 250 (blue) and 400
°C (red). The sample settings for (a) subcritical and (b) supercritical conditions are shown
on the scale corresponding to the longitudinal axis of the graph.

sample holder

sample tube

rf center

fg coil

glass spacer

rf coil length

lf coil

hf coil

zirconia tube

upper heater

shielding coil

thermocouple

lower heater

multinuclear stick holder

coil bobbin

cooling water

cooling water

silver mirror

cooling air

Fig. 1.  The cross-section view of the high-temperature multinuclear diffusion NMR probe. 
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The sample is positioned close to the tempera-
ture minimum so that the temperature inhomo-
geneity can be minimized.

The currents of upper and lower heaters
are adjustable independently to avoid the con-
vection. The upper and lower heater currents
are optimized to make the temperature gradi-
ent slightly upward with increasing z. In the
previous probe, the temperature gradient was
inevitably downward because of the heated gas
flow from the bottom of the sample. We can
confirm the absence of the convection effect
by optimizing the parameters involved in the
pulse sequence. When the diffusion coefficient
is reliable in the optimized conditions, it
should be independent of the time required for
a molecule to diffuse in the pulsed field gradi-
ent spin-echo experiment.

The sample temperature was stable over
time within ±0.2 ˚C due to the feedback tem-
perature control. The sample temperature was
controlled using a pulsed direct current applied
at an on/off interval of 2.4 s as illustrated in
Fig. 3. In order to avoid noises from the cur-
rent on/off, the heater switches were left
untouched during the acquisition of each free
induction decay (FID). The current value dur-
ing FID acquisition is optimized at each tem-
perature.

Density Measurement

A precise density measurement is essential
for the diffusion measurement in the low-den-
sity region. The sealed tube method employed
in this study is suitable for the purpose. We
have proposed two methods, the chemical shift
method and the mass-volume method, which
are used in the extremely low-density region
[21]  and medium to high-density region, [16]
respectively. 

In the chemical shift method, the density is
determined by making use of the transition
temperature Tt and the PVT data on the liquid-
gas coexistence curve. The density in a super-
critical state is equal to that of the gas branch
of the coexistence curve at Tt when the density
is lower than the critical value. The PVT data
for water are released by the International
Association for the Properties of Water and
Steam (IAPWS) [23]. The Tt can be deter-
mined according to the temperature depend-
ence of the proton chemical shift δ of the gas
phase. In Fig. 4, the temperature dependence
of δ is shown for a water sample at 0.0041 
g cm– 3 in the vicinity of Tt.  As can be seen, δ
has a maximum. The temperature of the maxi-
mum δ is Tt because the temperature depend-
ence of the hydrogen-bond strength, which is
in positive correlation with δ, turns over at Tt

in a closed system. Tt and the density could be
then determined with a precision of ±1 ºC and
±1%, respectively. This method can be applied
to determine for aqueous electrolyte systems in
supercritical conditions.

It becomes difficult to apply the chemical
shift method when the density approaches the
critical value. For such a density region, we
propose another method called the mass-vol-
ume method, in which the bore volume of the
tube and the mass of the sample are precisely
determined. The density is given by the solu-
tion volume in a sample tube divided by the
bore volume of the tube determined by the
inner diameter. The volume of solution was
obtained by the masses of the tube with and

Heater pulse FID acquisition

Lower
Temperature

Higher
Temperature

without the sample. The bore volume of the
tube is the difference between the total volume
of the tube and the volume of the quartz itself;
the total volume is the volume determined by
the outer diameter and is equal to the sum of
the bore volume and the volume of the quartz
itself. The total volume of the tube was deter-
mined by the change in the position of the
meniscus when it was immersed into a liquid.
The volume of the quartz itself was determined
by its mass and density data. The masses were
measured to an accuracy of 0.1% using an
ultramicrobalance (Mettler Toledo UMX-2).
When the sample is water, this method can be
applied at 0.07 g cm–3 and above.

Diffusion Measurement

Our sample is pure light and heavy water
(1H2O and 2H2O). The diffusion coefficients
are obtained by the pulsed field gradient spin-
echo method [24], [25].  The quality of our
multinuclear spectra can be seen from those in
Fig. 5(a) taken under extreme conditions.
There is shown the 2H spectrum for heavy
water at a low density of 0.097 g cm–3 at a
supercritical temperature of 400 ºC. This is a
most difficult condition for the acquisition of
the FID signals in this work. The FID signals
were accumulated once for each duration time
of a field gradient pulse δ. The signal-to-noise
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Fig. 4  The chemical shift � plotted against temperature for the sample at the
lowest density of 0.0041 g cm–3. The � for the gas branch of the liq-
uid-gas coexistence curve at 146 ºC (0.0023 g cm–3) is set to zero.
The dashed line indicates the average of the repetitions.

Fig. 3  An illustration of the temperature control by using the pulsed heater current.
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ratio for δ = 0 ms exceeds 40, resulting in
accurate diffusion coefficients within ±1%.
The intensities of spin-echo signals M(�) are
extracted from Fig. 5(a) and plotted in Fig.
5(b) in order to determine the diffusion coeffi-
cient. The total uncertainty of D at 400 ˚C is
estimated as about ±5% by taking into account
the error due to the sample resetting.

Self-Diffusion Coefficients

The self-diffusion coefficients D have
been determined for light (1H2O) and heavy
(2H2O) water along the coexisting curve. There
have been carried out a few pulsed field gradi-

6 4 2

0

0.90

1.80

(a)

ent spin-echo (PGSE) experiments on the self-
diffusion coefficients of water in sub- and
supercritical water [26], [27], [28], [29]. The D
values for 1H2O by Hausser et al.[26] are in
good agreement with the present values over
the entire temperature range. The D values for
1H2O by Krinicki et al. [27] are slightly larger.
The difference can be ascribed to the convec-
tion effect in their apparatus. Furthermore, our
measurement was performed at resonance fre-
quency one order of magnitude higher. For the
case of 2H2O, the D values by Jonas and co-
workers [29] are in reasonable agreement with
the present values.

The temperature and density effects are not

separated when the temperature is varied along
the saturation curve. In supercritical water,
however, the density effect can be isolated by
fixing the temperature; thus the kinetic and
potential effects are more clearly differentiat-
ed. The self-diffusion coefficient D obtained
for water including extremely low densities is
shown in Fig. 6 in the form of ρD/��T . The
slope of ρD/��T against ρ is almost zero or
slightly negative. This slope can be interpreted
in terms of the lifetime of the supercritical
hydration structure obtained through our recent
molecular dynamics (MD) simulation [30].
The extrapolation of the experimental values
to the zero density limit are much smaller than
those predicted by the hard-sphere model, in
which attractive interactions are neglected.
This reflects the strong effect of attractive
interaction on the self-diffusion in the low-
density supercritical water.

Isotope Effect

At ambient conditions, the diffusion data
of various isotopic species of water have yield-
ed a rather detailed picture of the diffusion in
water [31], [32]. In spite of the recent increase
of interest in the dynamic isotope effect in
water [33], [34], [35], reliable data are still
awaited at high temperatures and high pres-
sures, owing to experimental difficulties. The
new high-temperature probe developed here is
powerful enough to determine the isotope
effect, which requires extremely high accuracy
and precision.

In Fig. 7, we plot the isotope ratio
D(1H2O)/D(2H2O) against the temperature
along the coexisting curve. It is clearly shown
that the isotope effect decreases with increas-
ing temperature. The value D(1H2O)/D(2H2O),
which is 1.23 in ambient water, becomes close
to and slightly larger than unity at 350 ºC. This
subtle effect has been beyond the precision of
the previous studies [26], [27], [29]. Since
2H2O is considered to be more structured than
1H2O [36], [37], the isotope effect is a useful
probe to intermolecular interaction, typically
hydrogen bonding, apart from the density and
the temperature dependencies. In ambient con-
ditions, the effect of intermolecular interaction
strength overwhelms the mass effect; the lower
the temperature and/or the higher the density,
the larger the isotope effect [38], [39].  It is of
great interest to investigate the effect of weak-
ened and distorted hydrogen bonding on the
self-diffusion for super- and subcritical water
from the classical and quantum mechanical
points of view.

Future Directions

The high-temperature NMR method is
now being proven to be useful in a broad range
of areas including material, geological, and
environmental sciences and technology. It is
powerful in detecting reaction intermediates
and identifying hydration effect on reactive
species for environmentally benign, noncat-
alytic reactions in hot water [5], [7].
Application to ionic liquids, a new type of
green solvent, is also subject to in-situ obser-
vation of a chemical process in it over a wide
range of temperature [40]. A high-temperature
condition is useful to characterize physical and
chemical properties of polymers and organic
complexes; a high-resolution, multinuclear

Fig. 5  (a) The attenuation of the echo signal of 2H in 2H2O with a density of 0.097 g cm–3 and a supercriti-
cal temperature of 400 ºC. (b) The intensity of the echo signals shown in (a) as a function of the
duration of the magnetic field gradient pulses M(�) and M(0) are the intensities of the spin-echo
signal when the field gradient is present and absent, respectively. The signal intensities are on an
arbitrary scale.
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NMR can be conducted by melting or vaporiz-
ing them. It is thus expected in near future that
the high-temperature NMR is a standard
experimental procedure.
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Fig. 6  The self-diffusion coefficient D of water determined in supercrit-
ical conditions. D is shown in the form of the product of the self-
diffusion coefficients of water and the density divided by the
square root of the temperature, �D/��T. The open symbols indi-
cate the values on the gas branch of the liquid-gas coexistence
curve. The dashed line is linearly fitted to the experimental val-
ues and the crossed symbols indicate the values extrapolated to
the zero-density limit, (�D)0/��T . MV and CS in the figure stand
for the mass-volume method and the chemical shift method,
respectively, for the � determination.
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Introduction

Metalloenzymes catalyze biological reac-
tions, much more selective and efficient than
reactions in a flask in synthetic chemistry [1a].
Aiming at clarifying enzymatic reaction mech-
anisms and artificially applying the highly
selective biological reactions, relationship
between the structures and functions of the
metalloenzymes has been studied. As a syn-
thetic approach, attempts have been made to
develop functional models, which mimic the
structures and functions of the active centers of
the metalloenzymes by using simple metal
complexes. This method has a great advantage
that the functional models with small molecu-
lar size can be much more easily handled than
the enzymes, leading to providing some
insights into the enzymatic reaction mecha-
nisms. Furthermore, from these studies, practi-
cal biomimetic catalysts may be developed,
which resemble the vital functions of the bio-
logical system. Thus, research and develop-
ment on the metal complexes as functional
models of metalloenzymes are important from
the viewpoint of biological chemistry as well
as coordination chemistry and industrial chem-
istry. We have been interested in the structures
and functions of metalloproteins having two
metal ions at the active center, and developed
highly functionalized polynuclear metal com-
plexes that reproduce the functions of the met-
alloproteins. In this article, we first introduce
several non-heme iron monooxygenases and
further introduce soluble methane monooxyge-
nase (sMMO) in detail, application of which is
expected as a practical oxidation catalyst. In
addition, we present our approach to the devel-
opment of highly functionalized metal com-
plexes as functional models of these metal-
loenzymes [1b]. Furthermore, we demonstrate
the effectiveness of Electro- and Cold-Spray
Ionization Time-of-Flight mass spectra in
these studies.

Non-heme iron monooxygenase

Monooxygenase is an enzyme that reduc-
tively activates dioxygen molecules and oxyg-
enizes a substrate, where one oxygen atom is
incorporated into a substrate and another is
converted to water molecule [2]. Owing to its
unique reaction mechanism, this enzyme has
been attracting interests in various fields such
as biochemistry, bioinorganic chemistry,
organic chemistry, medical science and phar-
maceutical science. Up to 1980s, studies were
mainly performed for heme proteins, such as
cytochrome P-450, horseradish peroxidase,
chloroperoxidas, having heme iron at the
active site [3]. Recently, various non-heme
iron oxidases have been found [4]. Here, I
briefly introduce soluble methane monooxyge-
nase (sMMO) having a non-heme diiron center
and pterin-dependent hydroxylase (phenylala-
nine hydroxylase (PAH) and tylosin hydroxy-
lase (TH)) and isopenicillin N synthetic
enzyme (IPNS) having a non-heme monoiron
center [5].

Pterin-dependent hydroxylase adopts two
electrons and two protons of dihydropterin to
reductively activate dioxygen molecule to
hydroxylate an aromatic ring of a substrate
(Scheme 1). PAH catalyzes the first reaction
of the phenylalanine metabolism to convert
phenylalanine to tylosin [6]. PAH, found in rat
liver and in bacteria, exists as 33 kDa in
monomer and 200 kDa in tetramer, respective-
ly, and is known to have a Fe ion in its active
center [6]. Crystal structure of PAH revealed
that the Fe ion is coordinated with two His
imidazole and a Glu carboxylate groups
(Figure 1). TH catalyzes conversion of tyro-
sine to 3,4-dihydroxyphenylalanine in the
biosynthesis of catecholamine [7]. TH, present
in brain and in adrenal medulla, consists of a
subunit of 60 kDa and has an active center
similar to that of PAH (Figure 1) [8].

As shown in Scheme 2, in the oxidative
ring-closing reaction, isopenicillin N synthetic
enzyme (IPNS) catalyzes a reaction in which a
�-lactam ring and a thiazolidine ring are
simultaneously formed, [9] where one dioxy-
gen molecule receives four electrons and four

protons from ACV, generating two water mol-
ecules. IPNS has a Fe ion and its molecular
mass is 37-40 kDa. It is known that at the
active center, the Fe ion is coordinated with
two His imidazole and a Glu carboxylate
groups, being almost the same as that of the
pterin-dependent hydroxylases (Figure 1) [10].

In the catalytic reaction of pterin-depend-
ent hydroxylase (PAH, TH), a cofactor of
pterin is indispensable, whereas soluble
methane monooxygenase (sMMO) catalyzes
dioxygen activation using two Fe ions, making
a cofactor unnecessary. Thus, sMMO may be
highly applicable as a practical catalyst.

Soluble methane monooxygenase
(sMMO)

sMMO
CH4 � O2 � NADH � H�                  

CH3OH � H2O � NAD� (eq. 1)

sMMO converts CH4 to CH3OH in
methanotroph (eq. 1) [11], [12]. Methanotroph
uses methane as a sole carbon source and ener-
gy source, and does not incorporate any hydro-
carbons other than methane. Interestingly,
however, sMMO catalyzes monooxygenation
of various organic compounds in vitro, and
converts alkane to alcohol, olefin to epoxide,
and aromatic compound to phenol [13].
sMMO is so far isolated from two kinds of
methanotroph, methylococcus capsulatus
(Bath) and methylosinus trichosporium OB3b,
and consists of three protein components,
hydroxylase (MMOH), control protein B
(MMOB) and reductase (MMOR). Combination
of these three components realizes methane
oxidation via reductive dioxygen activation
[14]. MMOH obtained from methylococcus
capsulatus (Bath) has a molecular mass of 210
kDa and it is revealed that MMOH possesses
diiron center by spectroscopic and magnetic
measurements. When hydrogen peroxide is
used as an oxidant, MMOH catalyzes the
monooxygenation of various substrates in the
absence of MMOB and MMOR [15].
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Lippard et al. reported crystal structures of
MMOH isolated from methylococcus capsula-
tus (Bath) with both its reduced and oxidized
forms [16]. These structures are shown in
Figure 2. Both reduced and oxidized forms
contain two Fe ions, which are coordinated
with two His imidazole, four Glu carboxylate
groups, and one or two water molecules.
Hemerthyrin (Hr), a non-heme diiron protein
structurally similar to sMMO, is a O2-transport
protein [17]. In the active center of Hr, two Fe
ions are coordinated with five His imidazole
and two Glu carboxylate groups. When com-
paring the active site structures between
sMMO and Hr (Figure 3), it is clear that the
diiron center of sMMO is located in a carboxy-
late-rich coordination environment. Lippard et
al. pointed out that the binding mode of a car-
boxylate group in sMMO changes between the
reduced and oxidized forms, where a mon-
odentate binding mode in the reduced form
changes to a bidentate bridging mode in the
oxidized form. This structural change in the
carboxylate group is called carboxylate-shift. It
is propsed that the carboxylate-shift plays a
essential role in controlling Fe-Fe distance in
the dioxygen activation [18].

Furthermore, Lippard et al. revealed that,
by trapping Xe, which is nonpolar and water-
soluble gas similar to methane, into the cavi-
ties of sMMO, the cavities appear to exist near
the active center of sMMO (Figure 4) [19]. It
was shown that these cavities surrounded by
plural non-polar amino acid residues, valine,
phenylalanine, leucine and methionine, to be a
very hydrophobic environment where no water
molecule is present. From this fact, a possibili-
ty was suggested that sMMO uses a substrate-
binding moiety as a reaction site and selective-
ly monooxygenates hydrocarbones.

Lipscomb et al. proposed a dioxygen acti-
vation mechanism using sMMO isolated from
Methylosinus trichosporium OB3b, where the
reduced form of MMOH binds dioxygen mol-
ecule to form an intermediate P, then this inter-
mediate P is transformed to an active species
Q, which oxidizes substrate (Scheme 3) [20].
P is relatively stable and its structure is esti-
mated to be �-peroxodiiron(III) complex, but
the active species Q is very unstable. The
active species Q was detected as a transient
species by Moessbauer and EXAFS studies
using a rapid freeze-quench technique for the
reaction of dixoygen molecule with the
reduced form of MMOH to reveal that it is a
diiron(IV) and these two Fe ions possess sym-
metrical structures. In addition, Lipscomb et
al. clarified that strong antiferromagnetic inter-
actions operate between the Fe ions.
Furthermore, detailed spectroscopic studies of
both sMMO itself and model compounds esti-
mated that active species Q has a Fe2O2 dia-
mond core structure in which two Fe(IV) ions
are bridged by two oxo (O2–) and a carboxy-
late group. The oxidation reaction of C-H by
the active species Q is considered to progress
via a radical rebound mechanism, as found by
product analysis and study of the kinetic iso-
tope effect [21], [22]. 

Development of a highly function-
alized metal complex

It is still difficult to use sMMO as a cata-
lyst for the purpose of synthetic and/or indus-
trial application due to complexity of the

Fig. 1  Crystal structures of active site for PAH, TH, and IPNS.

enzyme composed of three components. In
addition, from the viewpoint of clarification of
the dioxygen activation mechanism, we have
to recognize that there is a limitation in studies
using sMMO itself due to instabilities of reac-
tion intermediates. Thus, if we can synthesize
a simple metal complex as a functional model,
which reproduces the function of sMMO, it
can be applied to highly selective oxidation
reactions of various organic compounds.
Moreover, detailed spectral studies of the
dioxygen activation and the substrate oxidation
with the functional model may give some
insights into the mechanism of sMMO.

Diiron complexes obtained by accumula-
tion of monoiron complexes or diiron com-
plexes supported by dinucleating ligands hav-
ing an endogenous bridge group have been
used so far as a functional model of sMMO.
However, in both cases, there are problems in
which the diiron core of the accumulated
diiron complexes easily dissociate to monoiron
in a solution and the iron-iron distance in the
diiron complexes of dinucleating ligands hav-
ing an endogenous bridge group is not flexible.
Thus, these diiron complexes did not produce
significant achievements as a functional model
of sMMO, except for some spectral evidences
as structural models of intermediates P and Q.
We considered that the requirements for the
functional model of sMMO are (1) a stable
diiron core structure in a solution under the
reaction conditions, and (2) the structural flexi-
bility of the diiron core. To meet these require-

ments, we thought that it is effective to use a
diiron complex supported by dinucleating lig-
ands which do not possess any endogenous
bridging group. Then, we synthesized various
new dinucleating ligands, all of which have a
common 1,2-bis(2-pyridyl)ethane moiety, and
we revealed what kind of structure is stabilized
by this type of ligands in a solution and a
solid-state. Finally, we synthesized a stable
diiron complex in a solution by using this type
of ligands, resulting in a successful synthesis
of a highly functionalized metal complex that
reproduces the functions of sMMO. 

In the second chapter, we describe the syn-
thesis of various dinucleating ligands, all of
which have a 1,2-bis(2-pyridyl)ethane com-
mon moiety, and the synthesis, structure and a
phosphoester hydrolytic activity of the copper
complexes supported by this type of ligands.
In the third chapter, we demonstrate the syn-
thesis of a diiron complex supported by dinu-
cleating ligands having a 1,2-bis(2-pyridyl)
ethane common moiety, and reveal the oxygen
activation mechanism by using the diiron com-
plex. Finally, we introduce recent studies of
highly functionalized metal complexes that
catalyze highly efficient and selective oxida-
tion reactions. 

Utilization of Electro- and 
Cold-Spray Ionization 
Time-of-Flight mass spectra

To obtain the functional models of the

Scheme 1



Fig. 2 The X-ray structures of the active site diiron center of MMOH from M. capsulatus
(Bath): (A) the diferric form at –160 °C, and (B) the diferrous form at –160 °C.

Fig. 3  Active sites of sMMO and Hr, carboxylate and imidazole are depicted as red and
blue, respectively.

Fig. 4  Active site and cavities present in the �-subunit of sMMO.

The ion atoms are depicted as red spheres.

Scheme 3
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metalloenzymes, we need mimic not only the
active center structure but also the functions,
and the structures must be preserved even in a
solution under the reaction conditions.
Consequently, in such a study, it is essential to
determine structures of the metal complexes in
a solution as well as to determine the crystal
structures. In addition, it is widely recognized
that, because a transition metal complex takes
various structures depending on type and
valence of metal and its coordination-binding
form differs greatly, it is required for a newly
synthesized metal complex to be subject to a
single crystal X-ray structural analysis for the
determination of its coordination structure and
binding form. Furthermore, even when its
crystal structure is revealed, its structure in a
solution is not always the same as the crystal
structure; therefore, clarification of the struc-
ture of the metal complex in a solution is also
needed. In general, to determine the structure
in a solution, NMR is the most effective
method, but many transition metal complexes
exhibit paramagnetic property, making the use
of NMR difficult compared to the cases of
analyzing organic compounds. On the other
hand, mass spectrometry (MS) by soft ioniza-
tion can determine masses of metal complexes
regardless of metal property, giving very use-
ful information in the structural determination
of metal complexes. In particular, Electro- and
Cold-Spray Ionization Time-of-Flight mass
spectra can detect molecular ion peaks even
from short-life complexes such as labile metal

complexes and reactive intermediates. Thus,
this method is significantly useful for the study
of structures and functions of metal complex-
es.

Development of highly 
functionalized metal 
complexes supported by
dinucleating ligands having
a 1,2-bis(2-pyridyl)ethane
common moiety [23]

In this chapter, we show synthetic studies
of dinucleating ligands L1, L2 and L3, all of
which have a 1,2-bis(2-pyridyl)ethane moiety
as a common motif, and describe the synthesis,
structure, and a phosphoester hydrolytic activi-
ty of the copper complexes supported by such
ligands. We also show that Electro- and Cold-
Spray Ionization Time-of-Flight mass spectra
are effective for structural characterization of
polynuclear metal complexes in a solution and
the active species for the phosphoester hydrol-
ysis. 

Synthesis of new ligands 
L1, L2 and L3 having a 1,2-bis
(2-pyridyl)ethane common moiety

As synthetic intermediates for obtaining
ligands L1, L2 and L3, we synthesized 1,2-bis
(2-formyl-6-pyridyl)ethane and 1,2-bis(2-bro-

momethyl-6-pyridyl)ethane. Syntheses of
these compounds were already reported, but
conventional methods required many reaction
steps and the total yield was hopelessly low
[23], [13]. To solve these problems, we devel-
oped a new synthetic route. Scheme 4 shows
the reaction pathway of the new synthesis.
Compounds shown in Scheme 4 are useful
synthetic intermediates that can also be applied
to various polydentate ligands having a 1,2-
bis(2-pyridyl)ethane common moiety. 

First, 1,2-bis(2-bromo-6-pyridyl)ethane
was prepared by homo-coupling of 2-bromo-6-
picoline. Next, after treating 1,2-bis(2-bromo-
6-pyridyl)ethane with n-butyl lithium, an
excess amount of DMF was added, then 1,2-
bis(2-formyl-6-pyridyl)ethane was obtained in
a 86% yield. Furthermore, 1,2-bis(2-formyl-6-
pyridyl)ethane was reduced by NaBH4 to the
alcohol, the hydroxy groups of which was con-
verted to Br groups to afford 1,2-bis(2-bro-
momethyl-6-pyridyl)ethane quantitatively. In
the conventional synthesis, eight step reactions
starting with 2,6-lutidine were required, and
the total yield was less than 1% [24].

Schemes 5 and 6 show the reactions in
which amines are introduced into both sides of
the 1,2-bis(2-pyridyl)ethane moiety. An excess
amount of dimethylamine or piperidine was
added to 1,2-bis(2-bromomethyl-6-pyridyl)
ethane to give L1 and L3 almost quantitative-
ly. In the synthesis of L3, 1,2-bis(2-formyl-6-
pyridyl)ethane was reacted with 2-
aminomethylpyridine, and the Schiff’s base

Scheme 2



generated was reduced to give 1,2-bis (2-((N-
pyridylmethyl) aminomethyl-6-pyridyl)ethane.
Finally, the resultant amine was methylated.
The total yield for L1-L3 was 40 to 60% start-
ing with 2-bromo-6-picoline. As mentioned
before, the total yield for L1-L3 by the con-
ventional synthesis is less than 1%, demon-
strating that new method is significantly effec-
tive compared to conventional ones. 

Synthesis of copper complexes
with L1, L2 and L3 and their 
structures

L1 and L2 form monocopper complexes
[Cu(L1)(Cl)](ClO4) (1) and [Cu(L2)(Cl)]
(ClO4) (2). On the other hand, L3 binds two
Cu(II) ions. At this synthesis, L3 incorporates
phosphodiester and phosphomonoester, form-
ing a dicopper(II) complex [Cu2(L3)
((PhO)2PO2)2](ClO4)2 (3) and a hexacopper(II)
complex [Cu6(L3)3(PhOPO3)4](ClO4)4 (4),
respectively. Complex 4 is a hexanuclear com-
plex that consists of three L3 ligands and six
Cu(II) ions, as is found from its composition.
Its crystal structure is shown in an ORTEP dia-
gram (Figure 5). 

The structures of complexes 3 and 4 in a
solution were examined by Electro- and Cold-
Spray Ionization Time-of-Flight mass spectra.
In the Electrospray Ionization (ESI) mass
spectra of complex 3, only the peaks corre-
sponding to dicopper complex were observed,
revealed that the dinuclear structure is pre-
served in a solution and the structure is the
same as the crystal structure. The Cold-Spray
Ionization (CSI) mass spectra of complex 4
(Figure 6) showed a relatively sharp molecu-
lar ion peak at m/z 2724.9 which is attributed
to [M – ClO4]� and the main peak at m/z
1085.9 which is attributed to [L3�3Cu
�2(PhO)PO3 � ClO4]�. From the fact that a
molecular ion peak with a relatively high
intensity was observed, under this acquisition
conditions, a hexanuclear structure of complex
4 is considered to be preserved even in a solu-
tion. The crystal structures and mass spectra of
complexes 3 and 4 revealed that L3 ligand
specifically stabilizes the dinuclear structures.
On the other hand, copper complexes with L1
and L2 ligands were shown to be monocopper
complexes from the result of a single-crystal
X-ray structural analysis. In the ESI mass
spectra of these complexes, however, the mass
peaks corresponding to free L1 and L2 ligands
where Cu ions were released from 1 and 2
were observed as the main peak, indicating
that L1 and L2 ligands can not stabilize the
copper coordination structure in a solution
though they could form mononuclear copper
complexes in the solid state. 

As described above, CSI mass spectra
have following some advantages. (1) If the sta-
bility of a complex is sufficiently high, even a
complex with considerably large mass can be
easily detected. (2) Depending on the stability
of complex in a solution, mass peaks that cor-
respond to the state of presence of chemical
species in a solution can be detected.
Moreover, if the stability of a complex in a
solution is low even when this complex binds
metal ions in the solid state, like complexes 1
and 2, a free ligand was observed as the main
peak in our present study. This result demon-
strates that CSI mass spectra precisely show
the structure in a solution. Consequently,

Fig. 5  ORTEP diagram of complex 4.

Scheme 4

Scheme 5

Scheme 6

Fig. 6  CSI mass spectra of complex 4 in a MeCN solution at –30°C. 
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Fig.8  The pH dependence of TNP hydrolysis
rate constant in a 30% MeCN/H2O solu-
tion at 25°C.  [(A) dicopper complex with
L3 ligands, (B) complex 2 supported by
L2]

Fig. 7  CSI mass spectra of a dicopper complex with L3 ligands in a 30% MeCN/H2O solution at
0°C.  (A was obtained in the positive mode, and B was obtained in the negative mode.)

Fig.9  The pH titration curve of dicopper(II)
complex in a 30% MeCN/H2O solution at
25°C. The pH change was measured when
an aqueous NaOH solution was added
dropwise to the solution containing the
dicopper complex of L3.

Electro- and Cold-Spray Ionization Time-of-
Flight mass spectroscopy is a very effective
analytical method that exactly shows the com-
plex structure in a solution. It can be stated that
this method is a powerful tool for determining
the structures of metal complexes in a solution. 

Hydrolysis of phosphoester by 
a dicopper complex supported 
by L3 

The result of the CSI mass spectra of com-
plexes 3 and 4 indicated that L3 ligand incor-
porates two Cu ions into it and forms a stable
dinuclear structure in a solution. In this sec-
tion, we demonstrate that L3 type dinucleating
ligand is effective for developing highly func-
tionalized metal complexes to model metal-
loenzymes having a dimetal center. Alkaline
phosphatase (AP), which is an enzyme to
hydrolyze phosphomonoester, has two Zn ions
at the active center and these two Zn ions oper-
ate cooperatively for hydrolysis. We used a
dicopper complex supported by L3 as a highly
functionalized metal complex to reproduce the

structure and functions of AP. Through this
study, we found that CSI mass spectra are sig-
nificantly effective for detecting reactive inter-
mediates. 

A dicopper(II) complex supported by L3
was synthesized upon addition of L3 and cop-
per perchlorate(II) (1 : 2, mol/mol) into a 30%
MeCN-H2O mixed buffer solution (pH 7.0-
10). The structure of the complex was estimat-
ed from CSI mass spectra. Figure 7A) and B)
show the CSI mass spectra of the dicopper
complex supported by L3 measured in the pos-
itive mode and the negative mode. In the all of
CSI mass spectra in Figure 7A) and B), only
dinuclear complexes were detected but free
ligands or mononuclear Cu(II) complex were
not detected at all. These results clearly indi-
cate that, at pH 7.0-10.0, L3 ligand specifically
stabilizes the dinuclear structure under the
reaction conditions shown above. Furthermore,
we carried out detailed examination of CSI
mass spectra obtained under conditions where
pH of the solution was increased from 7 to 10,
and we clarified what complex was formed
due to the change of pH. The positive mode

spectra in Figure 7A) firstly showed that, at
pH 7, the main peak appeared at m/z 793
which corresponds to {[Cu2(L3)(OH)]
(ClO4)2}� having a complex composition
where one OH ion is incorporated into a dicop-
per complex of L3. Under the conditions
where pH > 8, a large peak appeared at m/z
711 which corresponds to {[Cu2(L3)(OH)2]
(ClO4)}� having a composition where two OH
ions are incorporated into a dicopper complex.
Moreover, looking at the negative mode spec-
tra shown in Figure 7B), a large peak
appeared at m/z 809 which corresponds to
{[Cu2(L3)(O)(OH)](ClO4)2}– having a com-
position where both a OH and a O2– are incor-
porated into a dicopper unit. As is presented
here, under the conditions where pH is 7 or
more, the formation of complexes in a solution
can be evaluated quantitatively to some extent. 

In order to examine the hydrolytic activity
of a monocopper complex 2 supported by L2
and of a dicopper(II) complex supported by L3
as a functional model of AP, the hydrolysis
rate of tris(p-nitrophenyl)phosphate (TNP) was
measured. Figure 8 shows the pseudo-first
order TNP hydrolysis rate constants kobs plot-
ted against pH in the range of pH 7.0-10 for
the dicopper(II) complex of L3 and the mono-
copper complex 2 of L2. The dicopper(II)
complex of L3 greatly accelerated the TNP
hydrolysis for pH 8.0-10, leading to a rapid
increase of the rate constant kobs along with the
increase of pH. On the other hand, the TNP
hydrolysis rate constant kobs for the monocop-
per complex 2 was almost constant to be 3.09
to 3.72 � 10– 3 s– 1 for pH 8.0-10. Since the
TNP hydrolysis rate constants k0 measured
with buffer solutions in blank experiments are
1.20 to 1.30� 10– 3 s– 1 for pH 7.0-10, the
acceleration of the TNP hydrolysis rate con-
stant kobs for the monocopper complex 2 is
only approximately three times as compared
with that obtained in the blank experiment.
Furthermore, as a blank experiment, the
hydrolysis rate constant was measured under
conditions where only L3 or Cu(ClO4)2 was
added. In this experiment, the rate constants
for pH 9.0 were 1.24 � 10– 3 s– 1 and 1.30 �
10– 3 s– 1, respectively, indicating that these
values were almost the same as k0 shown
above. Thus, the dicopper complex of L3
accelerates the TNP hydrolysis by ca. 50 times
at most as compared to the blank experiment.
These results show that the dicopper(II) com-
plex of L3 peculiarly accelerates TNP hydroly-
sis.

In order to examine what complexes were
formed in the hydrolysis with the dicopper(II)
complex of L3 when increasing pH, the pH
change of a solution was measured when an
aqueous NaOH solution was gradually added
to the solution containing the dicopper(II)
complex of L3. Figure 9 shows a pH titration
curve obtained at this measurement. It is found
that 1, 2, 3, and 4 equivalent NaOH was con-
sumed at pH up to 6.0, 7.5, 9.0, and 11, respec-
tively. This suggests that, at pH 6.0, 7.5, 9.0,
and 11, 1, 2, 3, and 4 equivalents of OH– ions
were incorporated into a dicopper complex
[Cu2(L3)]4�, suggesting formation of four
kinds of dicopper(II) complexes.

As was shown in the CSI mass spectra in
Figure 7, at pH 7.0, 8.0, 9.0, and 10, three
main peaks were detected. In the positive
mode spectrum at pH 7.0, a large peak
appeared at m/z 793 which corresponds to
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{[Cu2(L3)(OH)](ClO4)2}�, and a small peak
appeared at m/z 711 which corresponds to
{[Cu2(L3)(OH)2](ClO4)}�. At pH 8.0 or more,
in the positive mode spectra, only a large peak
was observed at m/z 711. In the negative mode
spectra, at pH 8.0 or more, a large peak was
detected at m/z 809 which corresponds to
{[Cu2(L3)(O)(OH)](ClO4)2}–. These results
imply that three species, {[Cu2(L3)(OH)]
(ClO4)2}�, {[Cu2(L3)(OH)2](ClO4)}�, and
{[Cu2(L3)(O)(OH)](ClO4)2}–, are formed
when 1, 2, and 3 equivalents of OH– ions are
incorporated into [Cu2(L3)]4� complexes,
respectively. This result agrees with the result
of the pH titration where 3 equivalents of OH–

ions are consumed at pH 9.0. In these CSI
mass spectra, two large peaks, which were
observed at m/z 711 and m/z 809 for pH 8.0
and 9.0, decrease at pH 10. This suggests that
a dicopper(II) complex that incorporated 4
equivalents of OH– ions is present at pH 10.
However, we could not detect the peak of this
complex in CSI mass spectra presumably due
to the fact that this complex is unstable and an
electrically neutral complex. From the results
of the pH titration and the measurement of the
CSI mass spectra, the active species for the
TNP hydrolysis at pH 8.0 and 9.0 is estimated
to be [Cu2(L3)(O)(OH)]�. Since the TNP
hydrolysis rate further accelerates at pH 10, a
dicopper(II) complex [Cu2(L3)(O)(OH)2] that
incorporated 4 equivalents of OH– ions into
[Cu2(L3)]4� may be formed as a more highly
active complex. As was described so far, CSI
mass spectra give significantly useful informa-
tion for identifying generally reactive species.

Development of a highly
functionalized metal
complex as a functional
model of sMMO [25]

As shown in the first chapter, soluble
methane monooxygenase (sMMO) is an
enzyme that catalyzes monooxygenation of
various hydrocarbons via dioxygen activation
at the non-heme diiron center. Its high oxida-
tion ability and unique dioxygen activation
mechanism have been attracting interests of
chemists and biochemists. We have developed
various dinucleating ligands having a common
1,2-bis(2-pyridyl)ethane moiety to stabilize
dinuclear complexes both in the solid state and
in a solution. Such metal complexes can repro-
duce both structures and functions of metallo-
proteins having a dimetal center at the active
site, and we call them highly functionalized
metal complexes. Recently, we synthesized a
diiron complex of a new dinucleating
octadenetate ligand 6-hpa, which shows an
efficient catalytic activity for epoxidation of
alkene with H2O2 and forms a peroxodiiron
complex as an intermediate, being a promising
functional model of sMMO. 

Synthesis of a dinucleating ligand
6-hpa and diiron complexes 5, 6, 7

In the second chapter, it was described that
a hexadentate ligand having a 1,2-bis(2-
pyridyl)ethane common moiety forms a dicop-
per complex, and the dinuclear structure is sta-
ble in a solution. Thus, the multidentate lig-
ands having a 1,2-bis(2-pyridyl)ethane moiety

Fig. 10 ORTEP diagram of [Fe2(O)
(H2O)2(6-hpa)](ClO4)4 (5)

Fig. 11 ESI mass spectrum of diiron complex [Fe2(O)(H2O)(tpa)2](ClO4)4 in a MeCN solution.  

m/z fragment
1033 [5 - 2H2O - ClO4]�

5 = 1168

m/z fragment
362 [Fe(O)(tpa)]�

445 {[Fe(tpa)](ClO4)}�

923 {[Fe2(O)(OH)(tpa)2](ClO4)2}�

1007 {[Fe2(O)(OH)(H2O)(tpa)2](ClO4)2}�

Scheme 7

Fig. 12  ESI mass spectrum of diiron complex 5 in a MeCN solution.
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may be useful for a functional model of
sMMO. So we prepared a new dinucleating
octadentate ligand 6-hpa, which was obtained
from 1,2-bis(6-bromomethyl-2-pyridyl)ethane
and bis(2-pyridylmethyl)amine almost quanti-
tatively as shown in Scheme 7. The 6-hpa lig-
and has a structure that two tris(2-pyridyl-
methyl)amine (tpa) are connected by a -
(CH2CH2)- spacer. 

Three diiron complexes [Fe2(O)(H2O)2(6-
hpa)](ClO4)4 (5) and [Fe2(O)(X)(6-
hpa)](ClO4)3 (6: X = BzO, 7: X = AcO) were
synthesized with the 6-hpa ligand. The crystal
structures of 5-7 were determined by X-ray
analysis. The ORTEP diagram of 5 is shown in
Figure 10.

As found from the ORTEP diagram of 5
shown in Figure 10, a 6-hpa ligand stabilizes a
diiron core where two Fe ions are incorporated
with an m-oxo-bridge. Similarly, for 6 and 7,
the crystal structures revealed that an �-oxo-
�-carboxylatodiiron core is stabilized by a 6-
hpa ligand. It is known that a tpa ligand that
has a half-size structure of 6-hpa forms various
diiron complexes similar to 5-7 [26]. In order
to prove a structural similarity of 5-7 to the
diiron complexes of tpa, their crystal structures
are compared. The Fe•••Fe distances and the
Fe-O-Fe angles of 5-7 were as follows: 5
(3.607Å, 179.0°), 6 (3.301Å, 132.7°), and 7
(3.287Å, 132.4°). These data are almost equal
to the Fe•••Fe distances and the Fe-O-Fe
angles of the corresponding diiron complexes
of tpa with a small difference within 0.04Å
and 4°, respectively, [26] demonstrating that 5-
7 are similar to the corresponding diiron com-
plexes of tpa in the crystal structures. 

On the other hand, the diiron complexes of
tpa are easily converted to monoiron complex-
es in a solution because the tpa ligand does not
have any structural feature to stabilize dinu-
clear structure. We measured an ESI mass
spectrum of a diiron(III) complex of tpa
[Fe2(O)(H2O)(tpa)2](ClO4)4 in a MeCN solu-
tion, which has a diiron core structure similar
to that of 5 in the solid state. The ESI mass
spectrum is shown in Figure 11. Mass peaks
at 923 and 1007 correspond to diiron complex-
es, and those at 362 and 445 to monoiron com-
plexes. Intensities of the mass peaks of the
mononuclear species were much larger than
those of dinuclear ones. This result indicates
that the tpa complex exsits as a mixture of
mono- and di-iron complexes in a MeCN solu-
tion and monoiron complexes rather than
diiron complexes are present as the main
species.

In order to examine the stability of the din-
uclear structures of 5, 6, and 7, their ESI mass
spectra were measured in a MeCN solution
(see Figures 12, 13 and 14). In the ESI mass
spectra, main peaks appears at m/z 1033 [5-
2H2O - ClO4]�, 285.1 [6-3ClO4]3�, and 264.4
[7-3ClO4]3�. These cations preserve the diiron
core where counter cations are released from
5-7. The observed isotope patterns of these
peaks agree well with isotope patterns calcu-
lated from chemical compositions of {[Fe2(O)
(6-hpa)](ClO4)3}�, [Fe2(O)(BzO)(6-hpa)]3�,
and [Fe2(O)(AcO)(6-hpa)]3�. These results
demonstrate that a 6-hpa ligand stabilizes the
dinuclear structure in a MeCN solution.

Epoxidation of alkene with H2O2

catalyzed by the diiron complex 5

In the presence of 5, 10 equivalents of

Fig. 13  ESI mass spectrum of diiron complex 6 in a MeCN solution.

Fig. 14  ESI mass spectrum of diiron complex 7 in a MeCN solution.  

a) 0.7 mM complex, 7 mM H2O2 and 0.7 M cyclooctene in MeCN at r. t.  H2O2 solution
added by syringe pump over 30 min.  b) Water generated was removed with molecular
sieves.  c) In the presence of 10 eq. of acetic acid.

H2O2 yield based on H2O2 total turnover
complex (equiv.)  epoxide     diol    number        ref.

[FeIII
2(O)(H2O)2(6-hpa)](ClO4)4 10 75 2             8        this work

40 72 3           30        this work
150 70 2         110b) this work

[FeIII
2(O)(H2O)2(tpa)2](ClO4)4 10 40          41 8 27e

[FeII(tpa)(MeCN)2] (ClO4)2 10 34          40 7 27e
40 26          37           25 27e

[FeII(6-Me3-tpa)(MeCN)2](ClO4)2 10 7          49 6 27e
40 4          55            24 27e

[FeII(mep)(MeCN)2](ClO4)2
c) 50 30            0            15 28

[FeII(mep)(MeCN)2](ClO4)2 10 75            9 8 27e
[FeII(mep)(MeCN)2](SbF6)2 50 57            0            28 28

m/z fragment
285.1 [6 - 3ClO4]3�

477.1 [6 - 2ClO4]2�

1053.1 [6 - ClO4]�

6 = 1152

m/z fragment
264.4 [7 - 3ClO4]3�

446.0 [7 - 2ClO4]2�

991.0 [7 - ClO4]�

7 = 1090

Table 1 Epoxidation reaction of cyclooctene by hydrogen peroxide where diiron complexes catalyze
cyclooctene a)
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H2O2 were added to a MeCN solution of
cyclooctene to give cyclooctene epoxide in a
75% yield based on H2O2 used. In the case of
6 and 7, the epoxide was produced in a 51%
and 63% yield, respectively. The reason why 5
gives the high yield in the epoxide production
as compared with 6 and 7 is probably that H2O
ligand in 5 is replaced by H2O2 more easily
than the BzO– or AcO– ligands binding in a
bidentate bridging mode in 6 and 7.

Reported data for cyclooctene oxygenation
with H2O2 catalyzed by iron complexes of tpa,
mep, and 6-Me3-tpa ligands are shown in com-
parison with the results of 5 in Table 1 [27],
[28]. For the reaction of cyclooctene catalyzed
by 5, the epoxide and the 1,2-cis-diol were
obtained in a 75% and a 2% yields based on
H2O2 used, respectively. For the yield of epox-
ide, 5 is as good as an iron complex of mep
ligand [FeII(mep)(MeCN)2](ClO4)2 known as
an excellent epoxidation catalyst [27]. Que et
al. reported that the epoxide and the 1,2-cis-
diol were formed in a 40% and a 41% yields
based on H2O2 used when 10 equivalents of
H2O2 was added to [FeIII2(O)(H2O)2(tpa)2]
(ClO4)4 [27f]. As described above, the diiron
complex of tpa exists as a mixture of mono-
and di-iron complexes in a MeCN solution.
This may be the reason for the formation of
both epoxide and 1,2-cis-diol in a 1:1 ratio. In
the case of an iron complex of 6-Me3-tpa lig-
and having a steric hindrance, the yield of the
epoxide is decreased to 7 % and that of the
1,2-cis-diol is slightly increased to 49% [27f].
It is considered that the 6-Me3-tpa ligand
prefers mononuclear structure because the
steric hindrance destabilizes dinuclear struc-
ture. Thus, a dinuclear structure stable in a
solution may be essential for the predominant
epoxidation. Next, in order to examine the
durability of 5 as an epoxidation catalyst, the
epoxidation of cyclooctene was carried out
using a large excess amount of H2O2. When
150 equivalents of H2O2 were stepwise added
to a MeCN solution of cyclooctene in the pres-
ence of 5, the epoxide is formed predominant-
ly and the total turnover number is increased
up to 110. Que et al. reported that for the oxy-
genation of cyclooctene catalyzed by the iron
tpa complexes using 40 equivalents of H2O2,
total turnover number is at most 24 [27f].
Jacobsen et al. reported that total turnover
numbers of the epoxidation of various alkene
catalyzed by the mep complexes with 50
equivalents of H2O2 are in a range of 15-28
[27f]. The large turnover number of 5 as com-
pared with the iron complexes of tpa and mep
ligands indicates that the 6-hpa ligand can pre-
serve the dinuclear structure even under the
catalytic oxidation conditions.

Cyclooctene, octene, 1-octene, styrene,
cis-�-methylstyrene and trans-�-methyl-
styrene were used as substrates for the reaction
catalyzed by 5, and the corresponding epox-
ides were obtained predominantly. In particu-
lar, when using trans-�-methylstyrene, the
epoxide was formed in a yield exceeding 90%
based on H2O2 used. On the other hand, for the
iron complexes of tpa-type ligands, 1,2-cis-
diol is mainly produced [27f]. Consequently, it
can be stated that 5 is an excellent functional
model of sMMO that catalyzes a predominant
epoxidation. In epoxidation catalyzed by 5, the
lower the ionization potential of alkene is, the
higher the yield is. The ionization potential
means energy necessary for one electron oxi-

dation [29]. Thus, the rate-determining step of
the epoxidation by 5 may be one-electron oxi-
dation of alkene, suggesting that a cation radi-
cal of alkene is generated as an intermediate in
the reaction. We examined a stereo-selectivity
in the epoxidation catalyzed by 5. When using
cis or trans alkene as substrates, cis or trans
epoxides can be produced. RC is a parameter
that shows how much stereo is preserved in the
epoxide when cis or trans alkene is used. A
100% RC indicates that the epoxidation is
completely stereospecific. A 0% RC shows
that both the trans and cis epoxides are formed
in a 1:1 ratio. In the case of trans-�-methyl-
styrene, RC was 99% or more. On the other
hand, RC was 63% in the case of cis-�-
methylstyrene, indicating that part of cis-�-
methylstyrene was converted to a trans form in
the epoxidation process. This result supports
the proposed mechanism for the radical cation
intermediate. 63% of the RC value implies that
a conversion to the trans form is not complet-
ed and O-atom transfer rate is almost compara-
ble to a rotation rate of the carbon-carbon bond
in the cation radical intermediate.

Mechanisms for dioxygen 
activation and epoxidation 
catalyzed by the complex 5

From the epoxidation, it is found that 5 is
an excellent functional model that reproduces
the reactivity of sMMO. Thus, through mecha-
nistic studies of the epoxidation catalyzed by
5, we may give new insights into the dioxygen
activation mechanism for sMMO. The reaction
of 5 with H2O2 was monitored by spectroscop-
ic methods to detect reactive intermediates.
Upon addition of H2O2 to a MeCN solution of
5 at –40°C, the solution turned green. The UV-
vis spectrum of the green species shows
absorption bands at 490 nm (�; 1130 dm3

mol–1 cm–1), 670 nm (�; 1060 dm3 mol–1

cm–1), and 882 nm (�; 370 dm3 mol–1 cm–1),
similar to that of a �-peroxodiiron(III) com-
plex of 6-Me3-tpa [Fe2(O)(O2)(6-Me3-
tpa)2](ClO4)2 reported by Que et al. [30]. In
addition, both the green species and the perox-
odiiron complex of tpa are ESR silent. Thus, it
is suggested that the green species generated
from 5 is a �-peroxodiiron(III) complex

Fig. 15  CSI mass spectrum of peroxodiiron complex 8 in a MeCN solution at -40°C. 

H2O2 equiv.         epoxide - 18O%
[Fe2(O)(H2O)2(6-hpa)]4� (5) 10 eq. 93.7 �1.5
theoretical value 95
[Fe2(18O)(H218O)2(6-hpa)]4� (m-18O-5) 1 eq. 31.4�1.5
theoretical value 33
[Fe2(18O)(H218O)2(6-hpa)]4� (m-18O-5) 3 eq. 16.6 �2.0
theoretical value 16

Scheme 8

Table 2  18O-label experiment result of the epoxidation reaction of trans-�-methylstyrene supported
by hydrogen peroxide affording the catalytic reaction of complex 5.
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[Fe2(O)(O2)(6-hpa)](ClO4)2 (8). The formation
of 8 via 5 is schematically shown in Scheme 8. 

We measured a CSI mass spectrum of the
peroxodiiron complex 8. In the CSI mass spec-
trum, the main peak appears at m/z 869 corre-
sponding to {[Fe2(O)(O2)(6-hpa)](ClO4)}�.
This peak shifts by �4 units when H218O2 was
used instead for H216O2 (Figure 15). In addi-
tion, the isotope pattern of this peak agrees
well with an isotope pattern calculated from
{[Fe2(O)(O2)(6-hpa)](ClO4)}�. These spectral
data strongly indicate that the peroxodiiron(III)
complex 8 was generated from 5 and H2O2 in a
MeCN solution. Generaly, peroxodiiron com-
plexes are unstable and cannot be detected
with conventional MS methods. On the other
hand, the CSI MS is a very effective soft-ion-
ization method and it can directly measure
reactive composites. Since 5 forms the peroxo
intermediates and catalyzes an efficient epoxi-
dation of alkene, it can be said that 5 is a high-
ly functionalized metal complex to reproduce
the functions of sMMO. 

In order to clarify the mechanism for the
activation of the peroxo intermediate 8, 18O-

labeling experiments with H218O2 were carried
out for epoxidation catalyzed by 5. The results
are shown in Table 2. When 10 equivalents of
H218O2 was added to a MeCN solution of
trans-�-methylstyrene in the presence of 5,
18O-atom was incorporated into 94% of epox-
ide. This result clearly showed that the O-atom
of H2O2 is incorporated into epoxide but it is
not 100%. This suggested that the O-atom of
�-oxo bridge in 5 is incorporated into the
epoxide. So, the �-oxo bridge of 5 was labeled
with 18O-atom to obtain �-18O-5, and trans-�-
methylstyrene was epoxidized with �-18O-5
and H216O2. Upon addition of 1 and 3 equiva-
lents of H216O2 to �-18O-5, the yields of 18O-
epoxide were 31% and 17%, respectively.
These results indicate that three O-atoms com-
posed of an �-oxo and a �-peroxo become
equivalent in the active species formed from 8
and one of the three O-atoms is incorporated
into the epoxide. The active species possesses
a structure where the three O-atoms can be
scrambled. Possible active species is a dioxo-
�-oxodiiron(IV) complex [FeIV2(O)2(�-O)(6-
hpa)]2� that can be formed by homolytic scis-

sion of the O-O bind of 8. The incorporation of
33% 18O-atom into the epoxide using �-18O-5
and H216O2 is schematically shown in Scheme
9. Considering from the chemical structure of
dioxo-�-oxodiiron(IV) complex, it seems rea-
sonable that the three O-atoms scramble one
another.

In order to investigate the epoxidation
mechanism, two different 18O-labeling experi-
ments were performed for the epoxidation of
trans-�-methylstyrene catalyzed by 5. In an
experiment, an excess amount of 18O-labeled
water (H218O) was added, whereas another one
was carried out under an 18O2-atmosphere. The
results are shown in Table 3. For the experi-
ment under an Ar atmosphere where 10 equiv-
alents of H216O2 and 1000 equivalents of
H218O were added to 5, only 1.5% of epoxide
was 18O-labeled. This suggests that O-atom
exchange between H2O and either �-peroxo
complex 8 or dioxo-�-oxodiiron(IV) active
species is much slower than the O-atom trans-
fer from the active species to the alkene.
Similar experiment was carried out with the
iron complex of tpa, 18O-atom is incorporated
into epoxide in a much more high rate [27c].
This fact suggests that a catalytic reaction of 5
progresses in a mechanism different from that
for iron complex of tpa. Since �-oxodiiron
core structure of the active species generated
from 5 is stabilized by 6-hpa, the O-atom
exchange with H2O might become difficult.
Next, when an epoxidation reaction was per-
formed under an 18O2 atmosphere, 18O-atom
was incorporated into 5% of epoxide upon
addition of 10 equivalents of H216O2 to 5. This
demonstrates that some species, which can
react with 18O2 molecule, exist in this epoxida-
tion system. One of possible candidates is a
cation radical generated by one-electron oxida-
tion of alkene. Practically, the incorporation of
18O is as low as 5%, and thus, the most O-
atom transfer reaction proceeds via an O-atom
rebound mechanism in a solvent cage includ-
ing both alkene and the active species. It is
considered that an extremely small amount of
the cation radical departs from the solvent cage
to react with 18O2 molecule, resulting in a gen-
eration of 18O labeled epoxide. 

Scheme 10 shows an epoxidation mecha-
nism that satisfies these results. We can esti-
mate the following reaction mechanism. First,
a diiron(III) complex 5 reacts with H2O2 to
form a peroxo intermediate 8. Then, the O-O
bond of the peroxo intermediate is homolyti-
cally cleaved, generating a dioxo-�-
oxoiron(IV) complex as an active species. The
substrate alkene is one-electron oxidized by
the active species to give diiron(III, IV) com-
plex and the cation radical in a solvent cage.
The O-atom transfer from the diiron(III, IV)
complex to the cation radical occurs in the sol-
vent cage to afford the epoxide.

Conclusion

As shown in the second chapter, a dinucle-
ating ligand L3, which has a 1,2-bis(2-
pyridyl)ethane moiety, binds two Cu ions, and
stabilizes the dinuclear structure both in the
solid-state and in a solution. The dicopper
complex of L3 greatly accelerates a phospho-
ester hydrolysis. When pH of a solution of this
complex is increased, the dicopper complex
incorporates OH– ions, forming some active

a) substrate: trans-� -methylstyrene  10 eq. of H2O2.  b) substrate: cyclooctene.  10 eq. of
H2O2.  c) substrate: methane.   d) The potassium phosphate buffer containg [18O]water(19.0
atom% excess of 18O)was used.  e) The reaction was carried out under 55.93 atom% excess
of 18O2 atmosphere.

epoxide - 18O%
complex 10eq. of H218O2 1000eq. of H218O 18O2

[FeIII2(O)(H2O)2(6-hpa)]4� a) (5) 93.7�1.5 1.5�0.5 4.9�0.5
[FeII(tpa)(MeCN)2]2� b) 90 9 1
[FeII(6-Me3-tpa)(MeCN)2]2� b) 54 3 43
sMMOc) 0.5 d) 99 e)

Scheme  9

Table 3 18O-isotope label experiment result of the epoxidation reactions of alkene supported by
H2

18O2, H2
18O and 18O2 that afford the catalytic reaction of various iron complexes.

Scheme  10
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species. In particular, the complexes that incor-
porate three or four OH– ions are very reactive,
resulting in high activity for the hydrolysis of
the phosphoester at pH 9 and 10. On the other
hand, when mononuclear copper complex is
used, the hydrolysis is hardly accelerated.
Therefore, we can say that the dinuclear cop-
per complex of L3 is a highly functionalized
metal complex to reproduce the functions of
alkaline phosphatase (AP). 

In the third chapter, a 6-hpa ligand having
a 1,2-bis(2-pyridyl)ethane moiety is used, and
it is described that a diiron complex of 6-hpa
(5) is an excellent functional model of sMMO.
The complex 5 catalyzes oxygenation of
alkene by H2O2, to afford epoxide predomi-
nantly, and gives a high turnover number of
110. Moreover, for epoxidation of trans-�-
methylstyrene, the yield is as high as 91%. The
dinuclear structure of 5 is preserved even
under the catalytic conditions. Upon addition
of H2O2 to 5 at –40°C, a �-oxo-�-peroxodi-
iron(III) complex 8 is quantitatively generated.
From the 18O-labeling experiments, it is
revealed that 8 is converted to an active
species, dioxo-�-oxoiron(IV) complex
[FeIV2(O)2(m-O)(6-hpa)]2�, via a homolytic
O-O bond scission. In addition, it is suggested
that the epoxidation proceeds via a radical
cation intermediate. The present diiron com-
plexes of 6-hpa are different from convention-
al sMMO models. That is, they can stabilize a
�-oxodiiron core without any endogenous
bridging group. Consequently, we can say that
the diiron complex of 6-hpa is a highly func-
tionalized metal complex capable of reproduc-
ing the functions of sMMO. Through these
studies, we revealed a dioxygen activation
mechanism via a �-peroxo complex and pro-
posed a dioxo-�-oxoiron(IV) complex as an
active species. 

Through our studies, it is demonstrated
that Electro- and Cold-Spray Ionization Time-
of-Flight mass spectra are significantly useful
for the characterization of the structures of
polynuclear metal complexes in a solution. We
found that the utility of the spectra is very
high, making it possible not only to investigate
the stability of these metal complexes, but also
to provide conclusive evidence in the detection
of reactive intermediates. Thus, these spectra
can be widely applied as powerful measure-
ment tool in the research and development of
highly functionalized metal complexes to
reproduce the functions of metalloenzyme. 
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Introduction

In the course of a development of a LSI
device, failure analysis methods are generally
used to improve the performance and manu-
facturing yield of the devices. These methods
consist of a specification of a defect  which
cannot be expected to arise in the semiconduc-
tor manufacturing process, and an analysis of
the cause of the defect. These techniques are
regarded as significantly important in the
development of the process.

However, along with the recent accelerated
miniaturization and integration of the devices,
the TEG for the interconnects process are also
miniaturized and contain increasing number of
patterns such as vias and lines. Now, it is very
difficult to specify failure sites in a large num-
ber of these patterns. The application of optical
failure analysis methods to the fine patterns,
for example, IR-OBIRCH (Infrared-optical
beam induced resistance change), has a limita-

tion in specifying defects, because the spatial
resolution for these methods is approximately
1 µm. Without special techniques, these meth-
ods cannot analyze the defects on the fine pat-
terns with a line width far below 1 µm. 

In terms of a electrical resistivity of a
defect, IR-OBIRCH is rather effective for
specifying failure sites on a sample that has a
relatively low resistance and the electron beam
voltage contrast image is suitable for finding
open sites. In recent years, the demand for
specifying a defect showing high resistivity,
i.e., between a low and open, has increased.

It has been reported that the absorbed cur-
rent method, which observes an absorbed cur-
rent generated by the irradiation of an electron
beam, is very effective for specifying the dif-
ferences in the thickness of residual films at
the bottom of via-holes and actually can be uti-
lized for process monitoring [1].  

A two dimensional imaging of the
absorbed current intensity obtained by this
method was applied successfully to failure
analysis [2]. Thus, recently, this innovative
method has drawn attention in the specifica-
tion of failure sites.

We performed absorbed current image
observations of a high-resistance defect in the

65 nm node TEG patterns having one million
or more vias with 100 nm half pitch for fine
Cu/Low-k interconnects. In this observation,
we could successfully specify a high-resistance
defect sites by optimizing the measurement
conditions. Our experimental results, together
with our instrument, are reported in this paper.

Overview of the Instrument

Figure 1 shows the configuration of our
instrument. We used a JEOL JSM-7000F FE-
SEM for detecting an absorbed current. The
specimen chamber and stage for the SEM are
maintained at ground potential and the speci-
men holder can be either electrically isolated
from the chamber or maintained at the same
ground potential. Tungsten probes, which are
driven by a piezoelectric device, are placed in
the specimen chamber (up to four probes can
be connected). It is possible to electrically con-
tact with the arbitrary points on the specimen
while observing a SEM image. The absorbed
current detected by the probe is extracted to
the outside of the specimen chamber through a
co-axial cable and feedthroughs. Then, this
current is subjected to a current-voltage con-
version by a preamplifier directly attached on
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In the 65 nm node interconnects process development, Test Elements Group (TEG) patterns, which have one mil-
lion or more vias with 100 nm half pitch and an electric resistance of the order of 1E+7 � or more, are used. Along
with the development of TEG patterns, for failure analysis, a technique which can specify a high-resistance defect,
with a spatial resolution of 0.1 µm or more and little damage to low-k film, is needed. The spatial resolution of optical
failure analysis methods, like IR-OBIRCH, is limited by the wavelength of IR-laser (limited to 1 µm). On the other hand,
the electron beam voltage contrast method has some disadvantages: for example, image contrast depends on the
observation conditions, such as magnification.

Absorbed current image observations were performed on a high resistance defect in the Cu/Low-k interconnects
by using a scanning electron microscope equipped with a high performance current amplifier and a probe manipulation
system. By adopting the most suitable observation conditions found by simulations and experiments, we could suc-
cessfully specify a high resistance (R=3E+9 �) defect in eight million via chains (L/S=1:3.5) covered with a dielectric
film of 100 nm thickness.

Keywords: absorbed current, Cu interconnects, low-k film, high resistance, defect. 
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the specimen chamber (gain: 1GV/A, frequen-
cy band: 7 kHz), then amplified to one hun-
dred times, and imaged by synchronizing to
the electron-beam scanning signal from the
SEM.

Optimizing the Observation

Conditions

Upper dielectric film

A TEG pattern of an interconnect usually
has a dielectric film with a thickness of several
microns as the most upper protection layer. If
we increase the accelerating voltage of SEM, it
enables us to observe an interconnect beneath
a thick dielectric film. 

However, for a sample which is considered
to be relatively weak for electron damage,
such as a low-k film, it is desirable to be
observed with an accelerating voltage as low
as possible. 

In such a case, it may be possible to
observe the interconnect after etching off the
entire dielectric film. However, if a defect is
present on the top surface of the pattern, there
is a possibility that a true (actual) defect can
not be distinguished from the damage on the
surface caused by the etching. Thus, it is desir-
able to obtain an absorbed current image under
a condition where a dielectric film as thin as
possible remains on the pattern. The presence
of the dielectric film also has an advantage for
protecting the pattern from the ion-beam irra-
diation damage, which arises from cross-sec-
tional milling by FIB after the specification of
failure sites.
Primary electron energy and 

spatial resolution

To find the optimum observation condition
for detecting the defect in the interconnect
with its surface being protected by the dielec-
tric film, the absorbed-current generation
region was estimated. Since this region is con-
sidered to be confined within the electron
range, we carried out a Monte Carlo calcula-
tion on the electron range about the several pri-
mary electron energies [3].

The result of the calculation is shown in
Fig. 2. It is found that when the primary elec-
tron energy is 2 keV, electrons do not reach
the Cu interconnect beneath the dielectric film
with a thickness of 100 nm, resulting in few
generation of the absorbed current in the Cu
interconnect. When the primary electron ener-
gy is 4 keV, the absorbed current is generated
on the Cu interconnect. However, the absorbed
current generation volume in the interconnect
is so large that the spatial resolution is too
poor. Consequently, we selected a primary
electron energy around 3 keV for the optimum
observation condition, with which a spatial
resolution of 200 nm sufficient for the present
measurement can be obtained.

Probing geometry of the
absorbed current and its signal
intensity 

Sample

The sample used for the present measure-
ment was a Cu via chain with a line width of 3

Fig. 1  Configuration of the instrument.

Fig. 2  Monte Carlo calculation on the electron range by the use of the pri-
mary electron energy.

µm. Prior to the absorbed current measure-
ment, a high-temperature overload testing
(200°C, 540 h) was applied and the resistance
increased from the initial value of R=2 �105 �
to R=1.8 � 107 �. Then the dielectric film on
the via chain was thinned by dry etching, down
to a thickness of 100 nm. To confirm an
appearance of high-resistance defect that is
localized on the sample, IR-OBIRCH meas-
urement using an IR-laser with an excitation
wavelength of 1.3 µm was performed. Figure
3 shows the result of measurement. An
OBIRCH signal, which shows the high-resist-
ance defect site (indicated by an arrow in Fig.

3), is superimposed on an optical microscope
image.

Measurement result

Absorbed current images were obtained
from the same sample used for the measure-
ment shown in Fig. 3 and the result of observa-
tion is presented in Fig. 4. An accelerating
voltage of 3 kV and a probe current of 400 pA
were used for taking the images of Fig. 4.
Absorbed current images clearly showing the
via chain were not obtained at the accelerating
voltage less than 3 kV. 
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Fig. 4   Probe positions and absorbed current images.

Fig. 3  Detection of a high-resistance defect site by IR-OBIRCH.

Figure 4A is an absorbed current image
that was obtained under a condition where one
of the pad on the via chain was connected to a
current amplifier, another pad to the ground,
and the sample stage was electrically isolated.
A high-resistance defect is considered to exist
on the border of bright and dark contrast of the
image (indicated by an arrow). This defect site
coincided with that detected by IR-OBIRCH in
Fig. 3. The graph below Fig. 4A plots the vari-
ations of absorbed current when an electron
beam was scanned across the defect site (from
left to right on the bright and dark contrast).
The graph reveals that the difference between

the bright and dark contrast corresponds to a
100 pA change of the absorbed current.

Figure 4B shows an absorbed current
image and a plotted graph, which were
obtained under the same condition as Fig. 4A
except that the sample stage was connected to
the ground. Due to the change of this condi-
tion, the variations of absorbed current at the
defect site were found to be 40 pA (in the
graph below the image). This implies that the
change of the current is drastically reduced,
less than one-half the change when the sample
stage was electrically isolated.

A SEM image of a metallic interconnect

beneath a dielectric film is known to be influ-
enced by the surface charge distribution which
is affected by the capacitively coupled poten-
tials of the interconnect [4]. A similar phenom-
enon is considered to occur in the change of
the absorbed current when the sample stage is
electrically isolated.

The electron yield of the dielectric film
covering the via chain is considered to be neg-
ative according to the used accelerating volt-
age of the electron beam and the composition
of the dielectric film (Si, C) [5]. Therefore the
surface of the covering film is considered to be
negatively charged during the electron-beam
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SEM image Absorbed current image

Enlarged Enlarged

Fig.5  Example of analysis: W=0.1 µm (L/S=1:3.5, R=3�1011�)

SEM image SEM image with superimposed
absorbed current image

Fig. 6  Example of analysis: W=0.1 µm (L/S=1:3.5, R=3�1011�)

irradiation. An electric field generated by this
negatively charged potential acts as a retarding
electric field for the secondary electrons emit-
ted from the interconnect, and contributes to
the increase in the absorbed current. However,
if the backside surface of the sample is con-
nected to the ground potential, the potential on
the surface of the dielectric film passes
through the sample surface to the ground and
its potential is reduced, and as a result, the
retarding electric field is weakened. This phe-
nomenon could be used to explain the
absorbed current generated from the intercon-
nect.

Figure 4C is an absorbed current image
that was obtained under a condition where the
distant pad from the defect site was connected
to a current amplifier, the pad near the defect
was electrically floated, and the sample stage
was connected to the ground. In Fig. 4C, the
contrast border of the defect site clearly shown
in Fig. 4A, almost disappeared. This is consid-
ered to be caused by the following phenome-
na: A) a voltage was generated between the
high-resistance defect site and the electrically
floated pad by the charges that was present on
the via chain, B) an electric current generated
by this voltage flowed to the amplifier with a
low impedance, through the high-resistance
defect, C) the flowing current was accidentally
almost the same value as that of the absorbed
current on the amplifier side. Thus, no contrast
was formed on the defect site. It is noted that
the voltage generated from a flowing absorbed
current of 30 pA was –5.4 mV because the
resistance on the localized defect was 1.8 �
10–7 �.

From the present measurement described
above, it was found that the following two
conditions are effective for detecting a high-
resistance defect beneath a dielectric film with
a better contrast.
1) (If a dielectric film is negatively charged,)

Electrically float the backside surface of
the sample from the ground, in order to
easily make it charged up. This increase
the absorbed current in the interconnect by
a generated retarding electric field.

2) Connect the pad, which is distant from the
high-resistance defect, to the ground, so
that a reverse electromotive force is not
generated.

Examples of Analysis

Based on the above observation condi-
tions, we applied the absorbed current method
to the specification of the defect in 65 nm
Cu/Low-k interconnects. The examples of our
analysis are reported below. 

Eight million via chains (normal

resistance: R=3�107 �) of a line

width 0.1 µm (L/S=1:3.5) 

The sample via chain contained a high-
resistance defect (R=3 � 1011 �). The upper
layer of the dielectric film on the via chains
was thinned down to 50 nm by dry etching,
and was subjected to SEM observation at an
accelerating voltage of 3 kV and a probe cur-
rent of 400 pA. Figure 5 shows the obtained
SEM image and absorbed current image.

The SEM image, which is influenced by
the surface potential, is known to change its
quality depending on the observation condi-

tions (scan speed, magnification, etc.) [5]. In
the present analysis, the voltage contrast of the
defect site was obtained at a low magnifica-
tion; however, when the magnification was
increased in order to determine the precise
defect site, this contrast disappeared. On the
other hand, the absorbed current image
showed no contrast change depending on the
magnification, enabling the precise determina-
tion of the defect site. 

The present instrument can make a precise
marking, by way of an electron-beam assisted
carbon-gas deposition, even on a 0.1 µm width
interconnect (Fig. 6). Using this marking as a
reference, it is possible to perform high-preci-

sion FIB milling.
Figure 7 shows the result of analysis of

the via chains. The specified defect site in the
via chains was subjected to cross-sectional FIB
milling and STEM observation. The STEM
image revealed an open failure where a via
portion was not opened. 

The absorbed current method was also
applied to a high-resistance defect (R=1.5�
1011 �) in the TEG patterns in the same via
chains, on which the upper dielectric protec-
tive film was thick (660 nm). Figure 8 shows
the result of observation. An image could not
be obtained at an accelerating voltage of 3 kV.
When the voltage was increased to 10 kV
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Fig. 7  Example of analysis: W=0.1 µm (L/S=1:3.5, R=3�1011�)

Fig. 8  Example of analysis: W=0.1 µm (L/S=1:3.5, R=1.5�1011�)
Accelerating voltage: 10 kV, Upper dielectric film: 660 nm thick

Fig. 9  Example of analysis: W=0.3 µm, L=20 µm (R=3�1011�)

(probe current: 180 pA), an absorbed current
image was obtained, but the spatial resolution
of the image was so poor that enable us to
determine only a rough location of the defect.
This defect site could be managed to be pre-
pared for a STEM observation by confirming a
SEM image while milling it in FIB-SEM.

Eight thousand via chains (normal 

resistance: R=5�104 �) of a line

width 3 µm

The sample via chain contained a high-
resistance defect (R=9.6 � 1011 �). The upper
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layer of the dielectric film on the via chains
was thinned down to 350 nm by dry etching
and observed at an accelerating voltage of 5
kV and a probe current of 40 pA. Figure 9
shows obtained SEM images and absorbed
current images.

We mutually exchanged the position of the
two probe contacted the pads, one was con-
nected to the current amplifier and the other to
the ground, and observed the same sample. In
this observation, although the dark and bright
contrast were reversed, but the position of the
contrast border of the absorbed current image
was the same. This implies that there is only
one failure site in the via chain.

Normally, the absorbed current image
shows a dark contrast where the site ahead of
the high-resistance defect. Thus, if multiple
failure sites are present in the same chain,
when the connection of the two pads to the
current amplifier and to the ground is
exchanged, two failure sites should be detect-
ed.

Utilizing this fact enables one to not only
specify a defect site by an absorbed current
image, but also estimate the frequency of fail-
ure from the specified defect site (distance
from the pad). 

Summary

We confirmed that the absorbed current
image observation combined with a probing
capability is effective to specify failure sites of
a high-resistance defect (R=3 � 109 �) on the
65 nm node Cu/Low-k interconnects in one
million or more via chains (L/S=1:3.5) with a
line width of 0.1 µm. By introducing this
method, it becomes possible to analyze a high-
resistance defect in a narrow-width via chain.
Since this method opens the possibility of a
correct analysis of a defect which is previously
difficult to specify, it will contribute to the
development of future high-end semiconductor
processes in which integration and miniatur-
ization of devices are increasingly progressing. 

In the future, we will examine the applica-
tions of this absorbed current method for the
specification of a leakage failure.

Acknowledgement

We are grateful to Mr. Takeshi Nokuo of SM
Group, Metrology Inspection Division, JEOL
Ltd., for his support for our experiments.

References

[1] S. Ota, T. Ishimoto and Y. Tanaka, JEOL
news Vol. 37E, No. 1, 54-58 (2002).

[2] K. Mizukoshi et al., Identification of
Failure Sites on LSI Interconnects by
Electron Beam Absorbed Current
Analysis, Proc. LSI Testing Symposium
2003, 213-218.

[3] K. Kanda, “Monte Carlo Simulation (Bulk
with thin films)”, V. 2.38, 1997-2004.

[4] H. Seiler, J. Appl. Phys., 54, R1-R18
(1983).

[5]  K. Ura and S. Aoyagi, J. Electron
Microsco., 49, 163-172 (2000).



New Development of DOSY-NMR
– Application to Structure Elucidation of 

Unstable Intermediates– 

Masamichi Nakakoshi

Chemical Analysis Center, Yokohama National University

Introduction

Diffusion-Ordered Spectroscopy (DOSY)
methods [1, 2] are based on pulse-field gradi-
ent spin-echo NMR experiments. 

The DOSY pulse-sequences consist of var-
ious methods: Pulse Field Gradient
Longitudinal Eddy current Delay (PFGLED)
[3], Bipolar Pulse Pairs STimulated spin Echo
(BPPSTE) [4], Gradient Compensated
STimulated spin Echo (GCSTE) [5], Bipolar
Pulse Pair-Longitudinal Eddy current Delay
(BPPLED) [6] and GCSTESL (GCSTE with
Spin-Lock pulse) [7]. The BPPLED method
has been used to cancel the adverse effects of
eddy currents using two gradient pulses with
identical areas but different polarities. Its
effects have been reported by Wu, et al [6] and
this method has most been used to the DOSY
pulse-sequences. In addition, the 3D-DOSY
method which refines the 2D-DOSY method
have been reported, including DOSY-COSY
[8], DOSY-HMQC [9], DOSY-HMBC and
DOSY-NOESY [10]. However, there has been
almost no report on the applications of the 3D-
DOSY method. 

As application examples of the DOSY
method, several reports have been presented.
Sobolev, et al [11] applied DOSY in NMR to
examine tomato juice, and Groves [12] ana-
lyzed oligosaccharides by this method.
However, no report has been published on the
application of this method to organic synthesis.
The great advantage of the DOSY NMR meas-
urement is thought to be the structural elucida-
tion of each component in mixed samples
without isolating the components. In particu-
lar, this method is effective in the analysis of
unstable intermediates in a reaction mixture.
This measurement offers a high possibility of
direct structural observation of an unstable
compound, by which synthetic reaction of the
compound is made in a sample tube and its
reaction-mixture solution is measured. In order
to clarify the reaction mechanism, the DOSY
measurement was applied to the unstable inter-

mediates. In this paper, we report on applica-
tion examples of DOSY NMR to structural
elucidation of unstable intermediates in the
radical reactions of triethylborane (Et3B) and
oxime ethers. The success of the elucidation of
the structure of the unstable intermediate by
1H- and 3D-DOSY methods, for the first time,
is clearly demonstrated.

Sample Preparation and

Measurement Method

For preparing the sample for measurement,
100 µL of a 0.013 M solution of Et3B in
CH2Cl2 was added to 100 µL of a 0.013 M
solution of oxime ether in a 3-mm NMR sam-
ple tube, and then, this tube was encapsulated
under a reduced pressure.

1H- and 3D-DOSY spectra were measured
on a JEOL JNM-ECA500 instrument equipped
in a TH5FG probe head with an actively
shielded Z-gradient coil. 1H–DOSY used the
BPPSTE-LED (Bipolar Pulse Pairs Stimulated
Echo-Longitudinal Eddy current Delay) pulse
sequence. The gradient amplitude (g) was
changed from 1 to 30 G cm–1 in 32 steps.
Eddy-current delay was set to 50 ms.

The BPP-STE-COSY, GC-STE-HMQC
and -HMBC were measured for 3D-DOSY.
The gradient amplitude (g) was changed from
1 to 30 G cm–1 in 8 steps. The SPLMOD
(SPLine MODel) algorithm was used for
DOSY processing.

Results and Discussion

In this paper, we report on the analysis
results with R=H, Bn=Ch2Ph, and oxime ether
1b with R=COOCH3, Bn=Ch2Ph.

On the basis of our related work with radi-
cal reaction, a reaction pathway for triethylbo-
rane (Et3B) and oxime ethers 1a, b is pro-
posed in Scheme 1 [13].

The first step is the generation of an ethyl
radical by the reaction of Et3B with oxygen.
The ethyl radical formed can extract an iodine
atom from the radical precursor to produce an
alkyl radical. The iodine transfer is fast and
efficient when the alkyl radical is more stable
than the ethyl radical. The alkyl radical is

added to triethylborane-activated oxime ether
A to form aminyl radical B as the intermediate,
which is then trapped with triethylborane as a
radical terminator to give the complexes 3a, b
and the ethyl radical. The alkyl radical formed
again enters into the radical chain process. The
alkylated product 2a, b is obtained as a result
of the hydrolysis of 3a, b.

After the reaction of 1a with Et3B, the
reaction mixture was concentrated at reduced
pressure. However, intermediate B, 3a could
not be found in the 1H-NMR spectrum of the
residue, therefore, the intermediate was con-
firmed to be unstable. In order to find borane
complexes A, B and 3, an attempt was made to
isolate signals from the unstable intermediate
by the following way: The mixture was react-
ed in the NMR sample tube, and then the reac-
tion mixture solution was subjected to direct
DOSY measurement without purification pro-
cedures such as extraction. Although A and B
could not be found, chemical compounds
which are estimated to be 3a, b were observed.
We attempted to clarify their structures.

Reaction of 1a and Et3B

In the DOSY data obtained by the BPP-
STE-LED method (Fig. 1), the spectra of 2a
and 3a were separated extremely well owing
to their different diffusion coefficients. Slice C
of Fig. 2 is suggested as the intermediate 3a. 

The chemical structure of the intermediate
3a can be deduced from the 3D-DOSY results.

The DOSY-COSY slice spectrum (Fig. 4)
shows the cross peaks between 1”-H to 2”-H
and 1-H to 2-H. In the DOSY-HMQC slice
spectrum (Fig. 5), cross peaks were observed
between 2-H and 2-C, 3-H and 3-C and 1-H
and 1-C. In the DOSY-HMBC slice spectrum
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(Fig. 6), cross peaks were observed between 2-
H and 1-C and between 2-H and 3-C.
Therefore, the intermediate 3a would be an
ethyl adduct, formed by addition of an ethyl
radical to 1a. Table 1 shows the proposed
assignment of 1H and 13C of 2a and 3a, and
Fig. 3 presents the proposed structure of 2a
and 3a.

The resonances of the 1-H and 2-H in the
proposed intermediate 3a are shifted down-
field by 0.47 and 0.01 ppm, respectively, as
compared with those of 2a. These downfield
shifts, as compared to the bonding borane
group, suggest the formation of the borane
complex 2a. 

In order to confirm the structure of the pro-
posed intermediate 3a, the 11B NMR spectrum
of the reaction mixture was analyzed. In the
11B NMR spectrum of 2a, the signal at 86.6
ppm due to triethylborane disappeared and
instead, a new signal at 53.9 ppm was
observed. In addition, 1H–15N HMBC shows,
as expected, cross peaks between the 15N sig-
nal at 202 ppm and the methylene signal (1”-
H) at 0.78 ppm. Therefore, the proposed struc-
ture of 3a in Fig. 3 was confirmed.

Reaction of 1b and Et3B
The signals of 2b and 3b separated clearly

in the resulting DOSY (Fig. 7). Slice C of Fig.

8 suggests 3b as the intermediate, and slice B
was correlated to the structure of 2b (Fig. 9).

DOSY-COSY (Fig. 10) enabled the
assignment of the ethyl groups connecting 2”-
H to 1”-H. The chemical shifts of these two
ethyl groups were different, and were differen-
tiated by DOSY-COSY slice data. Cross peaks
between 1-H and 2-H were also observed. In
the DOSY-HMQC slice spectrum for 3b (Fig.
11), all proton peaks have cross peaks to car-
bon and to each other: 1-H and 1-C, 2-H and
2-C and 1-H, 2’-H and 2-C, and 1”-H and 2”-
C. Furthermore, in the DOSY-HMBC slice
spectrum of 3b (Fig. 12), some cross peaks
were observed between 2-H and 3-C, 1”-H and
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Fig. 1  1H-DOSY spectrum of reaction mixture.

Fig. 2  1H spectra of reaction mixture and each slice.
Slice A : Triethylborane (Et3B)
Slice B : Derivative 2a
Slice C : Intermediate 3a

Fig. 3  Structure of 3a and 2a.

Fig. 4  DOSY-COSY slice spectrum of 3a in reaction mixture.

Fig. 5  DOSY-HMQC slice spectrum of 3a in reaction mixture.



(38) JEOL News Vol. 42E No.1     38 (2007) 

2”-C, and 1’-H and phenyl C. Table 2 shows
the deduced assignment of 1H and 13C of 3b,
and Fig. 9 presents the proposed structure of
2b and 3b.

In order to confirm the structure of the pro-
posed intermediate 3b, two-dimensional NMR
experiments were carried out (1H–15N PFG-
HMBC, 1H–11B PFG-HMBC and NOESY). In
the NOESY spectrum, cross peaks between the
2-H signal at 4.18 ppm and the 1H signal (1”-
H) of the methyl group at 0.85 ppm were
observed. In the 1H–11B HMBC spectrum, a
cross peak between the 11B signal at 53.8 ppm
and the 1H signal (1”-H) of the methyl group
at 0.85 ppm were also observed. We also
observed a cross peak between the 15N signal
at 195 ppm and the methyl signal (1”-H) at
0.85 ppm in the 1H–15N HMBC spectrum.
Furthermore, the proposed structure of 3b in
Fig. 9 was unambiguously supported by the
mass spectrum, which exhibits an ion peak of
292 (MH)� by the electrospray ionization
(ESI) method.

Conclusion

Unlike LC-NMR, the DOSY method is
very effective for the direct analysis of multi
components, which does not require chro-

matography. In particular, the application of
the DOSY method to the analysis of labile and
nonisolable compounds provides the greatest
advantage of this method. The structural deter-
mination of the unstable reaction intermediate
demonstrated in this paper requires the
assumption that the intermediate exists stably
in the measured solvent during NMR analysis.
This paper showed that we successfully
applied the DOSY method to a new analysis
field. This success will be expected to extend
DOSY-NMR to a wider range of routine meas-
urements.

This research was carried out with Dr.
Naito, Dr. Miyata, Dr. Ueda and Dr. Sugiura at
Kobe Pharmaceutical University. The author is
very grateful to their support. The author also
acknowledges Mr. Utsumi and Mr. Sakurai at
Analytical Instruments Division of JEOL for
their great collaboration in the DOSY-NMR
measurements.
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1H 3a (ppm) 2a (ppm) 13C         3a (ppm)

1-H        3.37(1H,t,J=7)              2.90(1H,t,J=7.4)        1-C            49.1

2-H        1.64(2H,m) 1.54(2H,m) 2-C           22.4

3-H        0.89(3H,br t,J=7)         0.92(3H,t,J=7.3),        3-C           10.9

1'-H       4.67(2Hs) 4.70(2H,s) 1'-C           75.1

1"-H      0.78(2H,brq,J=8) 8.0(br)

0.86(2H,m) 11.5(br)

2'-H      0.93(3H,m) 2"-C           8.9

1.04(3H,br t,J=7)

Fig. 6  DOSY-HMBC slice spectrum of 3a in reaction mixture. 

Fig. 7  1H-DOSY spectrum of reaction mixture.

Table 1 1H and 13C NMR Data of 2a and 3a
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Fig. 9  Structure of 3b and 2b.

Fig. 11  DOSY-HMQC slice spectrum of 3b in reaction mixture.

Fig. 12  DOSY-HMBC slice spectrum of 3a in reaction mixture. 

Fig. 10  DOSY-COSY slice spectrum of 3b in reaction mixture.

Fig. 8  1H spectra of reaction mixture and each slice.
Slice A : Triethylborane (Et3B)
Slice B : Derivative 2b
Slice C : Intermediate 3b

Table 2  1H NMR Data of 3b and 2b.

1H 3b (ppm) 2b(ppm) 13C        3b (ppm)

2-H         4.18 (1H,dd,J=6.9)              3.53 (1H,t,J=7) 1-C         173.1

3-H         2.09-1.93 (2H,m)                1.60-1.48 (2H,m) 2-C           64.1

1'-H        4.76 and 4.72                        4.67 and  4.66 3-C          22.8

(2H,Abq, J=9.5)                  (2H,Abq, J=11.5) 4-C           11

1"-H       0.85 (2H,brq,J=7) 1'-C          78.3

1.12 (2H,m) 1"-C      9.06 8.9

2'-H        0.97 (3H,br t,J=7)               3.72(3H,s) 2"-C     10.3  9.38

1.04 (3H,br t,J=7)

HN                                                     6.02-5.91 (1H,br s)

O-CH3 3.71(3H,s) 3.72 (3H,s) O-CH3 51.9

* Signal due to 3b in the reaction mixture

1H

1 H

1H
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Introduction

Auger Electron Spectroscopy (AES) is
widely used, as well as X-ray Photoelectron
Spectroscopy (XPS), for surface analyses such
as foreign particle analysis and structure analy-
sis, because it can analyze a shallow surface,
for example, about a 6 nm deep region from
the top surface of a sample. In recent years,
many high-technology materials, including not
only high-density storage media such as hard
disks and DVDs but also functional materials
with a special treatment processed in the 1 to 2
nm region from the surface, have been devel-
oped, ever increasing the requirement for ana-
lyzing a shallow surface of less than the 6 nm
deep region. When analyzing such a sample,
most researchers generally analyze it by apply-
ing a special XPS method such as Angular
Resolved X-ray Photoelectron Spectroscopy
(ARXPS) or Total Reflection X-ray
Photoelectron Spectroscopy. When actually
applying these methods, however, it is presup-
posed that the sample must have an extremely
flat and homogeneous surface with a broad
area of a few square millimeters. For this rea-
son, if the sample does not have a homoge-
neous surface lacking in uniformity or the
sample has a surface area too small to analyze,
it is very difficult to measure and evaluate the
sample. Consequently, there is great hope to
establish a method for analyzing the thin film
surface of a 1 to 2 nm deep region using an
AES with a high special resolution. However,
since the AES detects Auger electrons, unlike
the XPS, by exciting the sample with elec-
trons, it originally has a low PB ratio, and
moreover, if one wants to analyze the sample
using a shallow detection angle like the
ARXPS, it becomes difficult to detect a peak
itself because the sensitivity goes down. As a
result, it was not possible to analyze the 1 to 2
nm deep thin film using the method of lower-
ing the detection angle. Therefore, in the pres-
ent article, we propose and introduce the low
angle incident electron Auger analysis method,
which enables one to analyze the surface of the
1 to 2 nm deep region by irradiating it with the
low angle incident electrons, even though scar-
ifying the spatial resolution a little.

Here, we observe the variation of the
Auger spectra for the sample of tilted angles,
by citing the sample of hard disk as an exam-
ple; and then, we consider the principle and the
depth resolution of the low angle incident elec-
tron Auger analysis.

Sample Angle Dependence
for The Auger Spectra in a
Hard Disk

Escape depth of Auger electron
and the thin film structure of a
hard disk

To start with, we describe the escape depth
of an Auger electron. Figure 1 shows a graph
(left) representing the relationship between the
kinetic energy of an electron and the mean free
path (�0). Figure 1 also shows another graph
(right) representing the relationship between
the escape depth of the Auger electron and the
total detection amount by taking into account
the fact that the energy of the Auger electron
attenuates by being scattered inside the sam-
ple.

The mean free path represents the average
distance that an electron having a definite
energy in a substance can move without caus-
ing any energy loss by its interaction with
other electrons, and its value does not greatly
depend on the kind of the substance, but gener-
ally depends on the kinetic energy of the elec-
tron. Since the Auger electron is hardly distin-
guishable from other secondary electrons
except for the fact, in particular, that it has a
characteristic kinetic energy, it must escape
from the surface of the substance without caus-
ing any energy loss after it is generated on the
surface; so there is a close relationship
between the escape depth and the mean free
path of the Auger electron.

In addition, it is known that the number of
the electrons, which can escape from the inside
of the sample, decreases exponentially accord-
ing to the depths of the generated electrons,
because they are scattered inside the substance.
Figure 1 (right) shows the phenomenon
described above. If one calculates the amount
of escaped electrons by integrating them for
the escape depth up to 3 times of the mean free
path (�0) by letting the total amount of
escapable Auger electrons to 1, it occupies
95% of the total amount; so the escape depth
of the Auger electron corresponds to about 3
times of the mean free path.

More specifically, since the Auger analysis
employs the electrons having energies from 0
to 2000 eV, the mean free path becomes about
2 nm at maximum according to Fig. 1 (left); so
the maximum escape depth of the Auger elec-
tron is considered to be about 6 nm.

As described above, since the escape depth
of Auger electron becomes constant depending
on the kinetic energy of the electron, one can
selectively detect the element present near the
surface more by decreasing the detection angle
for the surface of the sample, To study it, we
conducted the experiment of the sample tilt
angle dependence in the AES using a sample
of a hard disk whose structure is known.

Figure 2 illustrates the layer structure of
the hard disk employed in the present experi-
ment. Inside the hard disk, there exists a 15 to
25 nm thick magnetic layer containing Co for
recording data, on the later, there exists a 3 to
5 nm thick diamond-like carbon (DLC) layer
for protecting the magnetic layer, and on the
top surface, a lubricant agent containing F is
applied for a 1 to 2 nm thickness so that the
slider for reading the magnetic information can
move smoothly. The thickness of each layer
introduced here is only applicable for hard
disks produced a few years ago. The thickness
of each layer in recently produced hard disks is
made much thinner than this.

Looking at the layer structure of this hard
disk, the depth from the surface to the magnet-
ic layer is nearly equal to the escape depth of
the Auger electron, indicating it is a most suit-
able sample for studying the sample tilt angle
dependence of the Auger electron.

Instrument configuration 
(JAMP-9500F) employed in the
experiment and the experimental
results

The instrument employed in the present
experiment is the JEOL Field Emission Auger
Microprobe JAMP-9500F, having a structure
as shown in Fig. 3. The JAMP-9500F is
equipped with a eucentric stage in the ultra-
high vacuum chamber, having a feature that
the detector does not miss the analyzable
region even though an operator moves the
sample in the x or y direction, or tilts the sam-
ple, once the operator sets the sample surface
in the eucentric allocation. The sample tilt
angle is the angle �, shown in Fig. 3, between
the direction of the incident electrons and the
normal to the sample surface. In addition, the
angle between the direction of the incident
electrons and the detecting direction of the
electrostatic hemispherical analyzer is fixed at
60°; in this experiment, when one tilts the sam-
ple, both the incident angle of the electron
beam and the detection angle change simulta-
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Lubrication layer (C, O, F): 1 to 2 nm

DCL protection layer (C): 3 to 5 nm

Magnetic layer (Co, etc.): 15 to 25 nm

neously.
By using this instrument, we studied the

sample tilt angle dependence of the Auger
spectra in the sample of the hard disk
described in the section of “Escape depth of
Auger electron and the thin film structure of a
hard disk.”  Figure 4 shows the variation of
the spectra when changing the sample tilt
angle from 0 to 60°.  Figure 5 shows the vari-
ation of the spectra when changing the sample
tilt angle from 60 to 85°.

Looking at the spectra in Fig. 4, we can
find that the C, N and Co peaks gradually
grow larger and also the intensity of the entire
spectrum increases as we change the sample
tilt angle from 0 to 60°. At the same time, we
can also find that a large bump is formed in the
energy region from the Co peak (770 eV) to
the lower energy side, and its size increases as
the sample tilt angle increases.

Looking at the spectra in Fig. 5, we can
find that the Co peak gets smaller and also the
intensity of the entire spectrum decreases as
the sample tilt angle increases, and that when
the sample is tilted to 85°, the Co peak disap-
pears and the F peak is detected instead. In the
next section, we consider the cause for the
variation of these spectra.

The cause for emerging a bump in
the spectrum

In Figs 4 and 5, a bump appearing in the
lower energy side than the energy of the Co
peak is considered to be caused by the energy
loss of the Co peak. We illustrate the reason
for it in Fig. 6.

As shown in Fig. 6, if the electron beam
enters into the sample and generates the Auger
electron at the position of depth L, since the
angle between the direction of the incident
electron beam and the detector (analyzer) is
60°, the distance that the Auger electron actu-
ally passes through the inside of the sample
until it is detected is Le. As this length of Le
becomes the shorter, the deeper the Auger
electron can be detected; when the sample is
tilted to 60°, it becomes shortest. Therefore,
when the sample tilt angle is 60°, the peak of
Co in the magnetic layer that exists at the
deepest region from the surface is most largely
detected. However, not all the Auger electrons
of Co are detected with their energies pre-
served, but some of them enter the detector by
losing their energies. As a result, some of the
Auger electrons of Co are not detected at the

Fig. 2  Layer structure of the hard disk employed in the experiment.

Fig. 3  Sample tilt angle and the detection angle of the analyzer in the JAMP-9500F.
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Fig. 1  Energy dependence of the electron mean free path (�0) and the relationship between the
escape depth of Auger electron and the total detection amount.
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Fig. 4 Variation of the Auger spectra when
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60°.

Fig. 5  Variation of the Auger spectra when
changing the sample tilt angle from 60
to 85°.

original peak energy position, but they form a
bump having a broad energy distribution as
shown in Fig. 6.

Sample tilt angle and its
dependence on the Auger peak
intensity

Next, by tilting the sample, we consider
theoretically how the Auger peak intensity of
each element varies [1].

For the instrument composition shown in
Fig. 3, when the sample is tilted, both the inci-
dent angle of the electron beam and the detec-

tion angle of the Auger electron change simul-
taneously. Hence, we consider the variation of
the generation amount of the Auger electrons
depending on the incident angle of the electron
beam and the variation of the detection amount
depending on the detection angle for the sur-
face, respectively.

Firstly, we consider the variation of the
generation amount of the Auger electrons.
Suppose that the sample is tilted � for the inci-
dent angle of the electron beam, and the Auger
electrons are generated from the sample ele-
ment along the depth L as shown in Fig. 7 (a).
If we further suppose that the Auger electrons

Electron optical 
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Eucentric 
5 axes stage
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eV) and Si KLL (1614 eV) are plotted for the
varied sample tilt angles.

Looking at this graph, we can find that any
peak intensities satisfy Equation (4) very well
up to the sample tilt angle of 60°. However, for
the higher angle of 75° or more, they deviate
from Equation (4). This should be considered
to be due to the fact that when electrons enter
the sample at a low angle for it, the fraction of
the electrons that escape from the surface as
backscattered electrons increase; the more they
increase, the larger the atomic number of the
metal composing the sample, decreasing the
fraction of the electrons that excite the Auger
electrons inside the sample.

Next, we calculate the peak intensity ratio
from the analysis results of the hard disk
described above and obtain its sample tilt
angle dependence, which is shown in Fig. 10.

Looking at this result, we can find that the
intensity variation of Co takes the maximum
value at the tilt angle 60°, showing that the ele-
ment Co exists in a deeper layer beneath the
layer of C, N and O. As for the intensities of C,
N and O, they take the maximum values at
80∞, and they decrease at 85°, indicating that
these elements exist in the secondary layer

from the surface. However, the element F in
the lubricant agent that exists in the 1 to 2 nm
deep region from the surface is detected for the
first time at such a high tilt angle as 85°, and it
is not detected at any other angles. In other
words, it may be considered that the element
present in the top surface is detected for the
first time by inserting the electron beam at
such a low angle.

As is clear from this measurement result,
we can find that the tilt angle dependence of
the Auger electron peak intensity reflects the
layer structure of the sample surface, and in
particular that we can obtain the Auger spectra
of the element present in the top surface by
inserting the electron beam at a low incident
angle. In the next chapter, we consider these
issues in more detail.

Auger Analyses Using the
Low Angle Incident Electron
Beam

Incident angle of the electron
beam and the scattering region

As is shown in the previous chapter, when

Fig. 6  The cause for forming a bump in the spectrum.

(a) Relation between the incident
electron beam and the sample

(b) Relation between the detection amount of
Auger electrons and the detector

Owing to the energy loss of the Auger
electron, Auger peaks of the element
in the bottom layer 
change to  a bump.

generated at each point of the depth L are
absorbed by the sample material attenuating its
intensities until they escape from the sample
surface, the number of the generated Auger
electrons is expressed as Equation (1). From
this equation, we can find that it is proportion-
al to 1/cos �.

N : Total amount of Auger electrons generated
from the sample surface

n : Number of Auger electrons generated by unit
length

k : Attenuation coefficient
x : Distance from the generation point of second-

ary electron to the sample surface (x=L• cos �)

Next, we consider the variation of the
detection amount by changing the detection
angle for the surface. As shown in Fig. 7 (b),
the relationship between the detection amount
of the Auger electrons and the detection angle
is supposed to be compared to the situation
that for a hypothetical sphere S, the chord
length E at the detection angle � corresponds
to the detection amount. In other words, the
detection amount is largest in the direction per-
pendicular to the sample surface; conversely,
the detection angle to the sample surface
becomes the lower, the smaller the detection
amount. Let E0 (the detection amount at the tilt
angle 0°) be the diameter of the hypothetical
sphere S, the detection amount at the tilt angle
y is expressed as Equation (2).

In the actual instrument, if we suppose that
there is an angle difference � between the
directions of the incident electron beam and
the detector, and let � be the sample tilt angle,
the instrument geometry can be shown as Fig.
8. Consequently, by taking the generation
amount and the detection amount of the Auger
electrons into account, we define the amount
of the measured Auger electrons. Calculating
the product of Equation (1) and Equation (2)
leads to Equation (3) as described below.

Here, since the angle between the direction
of the incident electron beam and the detector
is � = 60°, let I0 be the detection amount at the
sample tilt angle �= 0° and obtain the intensity
ratio at the sample tilt angle �, then C0 is elimi-
nated and the intensity ratio becomes as given
in Equation (4).

(Intensity ratio)  

Figure 9 shows the summary of the rela-
tionship between the sample tilt angle and the
peak intensity by actually measuring the Auger
spectra for the standard bulk samples. The
measured samples are three pure metals Ag,
Cu and Si; the differential Auger peak intensi-
ty ratios of Ag MNN (348 eV), Cu LMM (914
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Fig. 12  Comparison of spectra at the sample tilt angles of 30° and 85°.

Fig. 9  Relation between the sample tilt angle and
the differential Auger peak intensity
(when the angle between the direction of
incident electron beam and detector is � =
60°).

Fig. 11 Results of the Monte Carlo simulation for the diffusion region of the electron beam (� = 0°
and 80°).
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Fig. 10  Sample tilt angle dependence on the
Auger peak intensity in a sample of hard
disk.

Sample tilt angle �
(degree) 0   10   20   30   40   50   60   70   80   85   89

Distance from the surface to
the scattering canter  (nm) 70   69   66   61   54   45   35   24   12   6.1   1.2

Generation of the  
backscattered electrons (%)       29   29   30   32   34   37   42   50   62   69   81

Table 1  Distance from the surface to the scattering center and the fraction of the backscattered elec-
tron generation.

* Intensity of F is calculated from the noise of the F
peak position, because it is lower than the value of
the statistical fluctuation noise within the range of 0°
to 80°.

using a low angle incident electron beam, it is
possible to detect the elements present in a top
surface region of the sample. Hence, we study
the diffusion region of the electron beam when
inserting it at a low angle by using the Monte
Carlo simulation. Figure 11 and Table 1 show
the results.

Figure 11 shows the scattering regions of

the electron beam when the 10 kV electron
beam enters the sample surface that is tilted to
0° and 80°. Looking at the results of this
Monte Carlo simulation, we can assume that
the region where the electron beam is scattered
is a sphere, making it possible to regard the
center of the sphere as the scattering center.
Table 1 shows the distance from the surface to

the scattering center. At the same time, we
show the fraction of the electrons that escaped
from the surface as the backscattered electrons
among the incident electrons.

Looking at this result, we can find that as
the tilt angle increases more, the nearer the
scattering center of the electron beam
approaches the surface, resulting in the elec-
tron beam running the shallow region of the
surface. When the sample is tilted to 85°, the
scattering center comes to about 6 nm from the
surface, the same escape depth of the Auger
electron. In this state, since the Auger electron
is more effectively generated and detected than
that of the tilt angle 0°, it may be possible to
obtain a spectrum sensitive to the surface ele-
ment. In addition, it may also be evident from
the fraction of the backscattered electron gen-
eration that the more the tilt angle increases,
the greater the probability that electrons will
escape from the surface as backscattered elec-
trons among the incident electrons, decreasing
the electrons diffusing inside the sample. With
this, the number of high energy electrons that
generate secondary electrons may decrease,
conceivably resulting in reducing the back-
ground and enhancing the S/N.

Figure 12 shows the comparison of spec-
tra at 30° and 85° shown in Figs 4 and 5,
respectively in the section of “Instrument con-
figuration (JAMP-9500) employed in the
experiment and the experimental results.”

As this result shows, the spectra at 30° and
85° appear quite differently from each other,
even though they are measured with the same
sample. When we compare these spectra, we
can find that the spectrum measured using the
low angle incident electron beam at the sample
tilt angles of 85° has a lower background, and
the peak of element F present near the surface
is detected more intensely.

Low angle incident Auger 
analysis using a thin film 
sample (Cr/Si)

We have found that using the low angle
incident electron beam makes it possible to
excite the top surface element more effective-
ly, enabling us to perform a more sensitive
Auger analysis. Here, in order to check what
kind of analysis is effective for a thin film
sample, we fabricated the sample experimen-
tally and studied the performance of the analy-
sis.

We used a natural oxide removed Si wafer
on which the Cr thin film is uniformly coated
using the GATAN Precise Coating System
(PECS) as a sample. We fabricated four kinds
of Cr thin film by controlling the film thick-
ness with the coating time of the PECS varied
to 10 s, 20 s, 1 min and 2 min. Figures 13 and
14 show the sample tilt angle dependence for
the Auger spectra of the Si sample on which
Cr is coated for 20 s and 2 min, respectively.
Looking at these results, we can find that
although for the spectrum with the Cr film of
20 s, the substrate Si is detected at any tilt
angles, for the spectrum with the Cr film of 2
min, only a bump is finally formed at the tilt
angles of 60° to 70°.

Figure 15 shows the summary of the tilt
angle dependence for the peak intensity of
each detected element. The vertical axis of the
graph shown in Fig. 15 is the normalized peak
intensity ratio based on the peak intensity at

Scattering 
center

Scattering 
center

��0° ��80°
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Fig. 14  Sample tilt angle dependence of the Si
sample on which Cr is coated for 2 min.

Fig. 15  Variation of peak intensity for each element in the Cr coated Si sample.
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Fig. 13  Sample tilt angle dependence of the Si
sample on which Cr is coated for 20 s.

the sample tilt angle of 0°. The theoretical
curve shown here represents Equation (4) for
the peak intensity ratio that is obtained for the
bulk sample as shown in Fig. 9.

The sample tilt angle dependence of C
draws the same curve as the theoretical curve
for any sample. This shows that the element C
is present at the top surface without any layer
above it.

Elements O and Cr draw the same curve,
indicating that both elements exist in the same
layer. We can infer from this that the sample
may have been oxidized while coating Cr on it
under an inappropriate environment. In addi-
tion, the maximum intensities of O and Cr
appear near at 85° for any samples, indicating
that the thicknesses of contamination (C)
adhered to the surfaces are roughly the same.

The sample tilt angle dependence of the
substrate Si differs largely by the film thick-
ness of Cr present on the substrate. As the sub-
strate becomes the thicker, the smaller the tilt
angle at which the maximum intensity is
obtained. However, as mentioned above, since
the detection angle of the analyzer is 60°, the
tilt angle of 60° is the lower limit; therefore if
the maximum intensity is obtained at the tilt
angle of 60°, as the film thickness increases,
the tilt angle at which the maximum intensity
is obtained cannot decrease, but the detection
intensity decreases.

As mentioned above, it is found that if the
sample tilt angle is larger than 60°, the thin
film sample also gives the similar tilt angle
dependence as is obtained using the XPS. The
quantitative analysis like discussions such as
obtaining the film thickness or other values
from the graph that has the tilt angle depend-
ence are left to future research challenges.

Resolution of depth profile in the
low angle incident Auger analysis

In the previous sections, we have shown
that utilizing a low angle incident electron
beam enables one to perform a more sensitive
Auger analysis. In this section, we study how
much depth resolution is obtained if we apply
this method to depth profile.

The sample used in the experiment is a 20
nm thick SiO2 film that is formed on a Si sub-
strate. As is generally known, a SiO2 film
formed on a Si wafer has not only a precise
film thickness but also a very steep interface
between SiO2 and Si at the atomic level: so it
is widely used as a reference sample for meas-
uring the sputtering rate. For this SiO2/Si inter-
face, we studied how much the resolution of
the depth profiles improves when using the tilt
angle (30°) of normal measurement condition
and when using the low angle incident electron
beam (85°). Figure 16 shows the result. In this
experiment, we measured the depth profiles
with a high energy resolution (�E/E=0.05%),
and by splitting the metal and oxide peaks in
chemically different states from the Si KLL
and LVV peaks, we plotted these depth pro-
files independently.

Figure 16 shows that the depth profile
using the low angle incident electron beam at
the tilt angle of 85° is clearly more improved
in the steepness of the interface than the other
depth profile. When we obtain the difference
between depths that become 16% and 84% of
the maximum intensity for each peak, and
define the width as the resolution of the depth

profile, we can summarize the results as Table
2. When we compare these results, in the Si
KLL (metal) peak of the depth profile with the
worst resolution, the resolution at the tilt angle
of 85° becomes 60% of that of 30°.
Particularly, for the peaks in the high energy
side, since the resolution of the depth profile
deteriorates because the Auger electrons that
escaped from the deep region with a long
mean free path are detected, the effect of
improvement by this method is significant.

As mentioned above, we proved that if we
utilize the low angle incident electron beam,
we can measure a higher resolution depth pro-
file.

Comparing with X-ray 
photoelectron spectroscopy (XPS)

Before implementing the surface structure

analysis using the low angle incident electron
beam, we compared it with the already
launched Angular Resolved X-ray
Photoelectron Spectroscopy (ARXPS). We
used the Si substrate with Cr film coated on it
as the sample that is used in the section of
“Low angle incident Auger analysis using a
thin film sample (Cr/Si)” , employed the JEOL
JPS-9010MX for the ARXPS, and compared
the quantitative analysis results at each tilt
angle. Figures 17 and 18 show the compared
results for Cr film (20 s) and Cr film (1 min),
respectively. The left figure shows the result of
the ARXPS and the right figure shows the
result of the angle tilted Auger analysis.

Looking at each result, it shows that in the
ARXPS, as the tilt angle varies, the intensity of
each element gradually varies; on the other
hand, in the angle tilted Auger analysis, it
varies rapidly near from 70°. Insofar as this
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Fig. 17  Comparison of the quantitative results for the Si sample on which Cr is coated for 20 s.

Fig. 16  Difference of depth profiles at the tilt angle of 30° and 85°.

Fig. 18  Comparison of the quantitative results for the Si sample on which Cr is coated for 1 min.

Sample tilt angle                 Tilt = 30deg. Tilt = 85deg.
(Elevation angle from the sample surface to the ion gun) (49.5 °)                   (35 °)
Si LVV (oxide)      76eV 2.2 nm 1.4 nm
Si LVV (metal)      92eV 2.0 nm 1.8 nm
O KLL                 510eV 2.6 nm 2.1 nm
Si KLL (oxide)  1604eV 5.6 nm 3.5 nm
Si KLL (metal)  1615eV 6.2 nm 3.7 nm

Table 2  Variation of the resolution of depth profile in each peak (width of 16% - 84% ).

experiment, we can find that the sample tilt
angle dependence within the tilt angle range of
60° to 90° in the Auger analysis gives a similar
performance as the result of the tilt angle range
of 0° to 80° in the ARXPS.

In addition, if we compare only the quanti-
tative analysis results, we can find that the
quantitative analysis value in the low angle
incident Auger analysis at the tilt angle of 89°
corresponds to that value in the ARXPS at the
tilt angle of nearly 70° to 73°. According to the
theory of the ARXPS, at the tilt angle of 70° to
73°, it analyzes about a 30% (about 2 nm)
shallower region from the surface compared
with the detection depth at the tilt angle of 0°.
Of course, since the kinetic energies of detect-
ing electrons differ between the Auger analysis
and the XPS, it may be unreliable to discuss
the detection depth simply from the quantita-
tive values, but we showed it here as a guide-
line.

As mentioned above, the low angle inci-
dent Auger analysis with the sample tilted by
70° or more gives a similar performance as the
ARXPS, indicating the possibility of the sur-
face structure analysis of a thin film with a
thickness of a few nm.

Conclusion

It is said that the detection depth of the
ordinary Auger electrons is about 6 nm; so it
was very difficult to analyze a film thinner
than 6 nm such as a 1 to 2 nm thick film.
When we measure such a sample, we had to
use the XPS and apply the ARXPS method or
the TRXPS method. However, it is not possi-
ble to apply these methods to all the samples;
it is very difficult to measure and evaluate a
sample that has a surface irregularity or a too
small region to analyze. Hence, we propose to
study the low angle incident Auger analysis.

We showed that for the sample of a hard
disk, when we tilt the sample by 70° to insert
the electron beam at a low incident angle, we
can measure the spectra of a 1 to 2 nm deep
region from the surface of the lubricant layer.
We also showed that by comparing the data
with that of the ARXPS, the angular depend-
ence of the sample tilt angle of 60° or more
gives a similar performance as that of the
ARXPS, making it possible to analyze the
sample according to the structure of the thin
film. We found that when we apply the low
angle incident Auger analysis to the depth pro-
file, it improves the steepness of the interface,
enabling one to obtain a higher resolution
depth profile. We showed that at the sample
tilt angle of 89°, although the instrument ana-
lyzes the region that is expanded to about 60
times longer in the tilted direction than that
when inserting the beam perpendicular to the
surface, the instrument can analyze a shallow
region less than or equal to 2 nm from the sur-
face.

In the future, we will clarify the low angle
incident Auger analysis theoretically, and
study the analysis depth and the accuracy of
the quantitative analysis.

Reference

[1] Kenichi Tsutsumi: JEOL EPMA•Surface
Analysis Users’ Meeting document (AP94)

The broken line corresponds to
the quantitative vale at the tilt
angle of 89 ° in Auger analysis.

The broken line corresponds
to the quantitative vale at the
tilt angle of 89° in Auger
analysis.
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Introduction

The EPMA (Electron Probe Microanalyzer)
with WDS (Wavelength Dispersive X-ray
Spectrometer) is a typical instrument for sur-
face analysis. This powerful instrument fea-
tures high energy (wavelength) resolution and
high capability for detecting trace elements
and for analyzing light elements, compared to
SEM-EDS (Scanning Electron Microscope
with Energy Dispersive X-ray Spectrometer)
that is also a common analytical instrument.

The advantage of WDS over SEM-EDS in
energy resolution is well known: There are
many cases where adjacent X-ray spectral
peaks can be separated by WDS but these
peaks overlap in the EDS spectra. Owing to its
high energy resolution, WDS is advantageous
over EDS in the analysis of trace elements and
light elements. Table 1 shows the general
detection limits which mean the minimum
concentrations which can be measured by
WDS and EDS. These values are variable
depending on elements to be measured, sample
composition, and analytical conditions. Thus,
the numerical values in Table 1 do not neces-
sarily correspond to the practical detection lim-
its in trace elements analysis.

We obtained the detection limits in normal
analytical conditions of EPMA and examined
the practical concentration which can be meas-
ured. In addition, we will show applications of
EPMA to magnetic materials to demonstrate
the high capability of analyzing trace elements
by the EPMA. 

Detection Limits in
Qualitative and Quantitative
Analysis (Point Analysis)

Although there are many equations that
give the detection limit, in this article, we
define the detection limit by the following
equation (1). This equation assumes that the
peak should be detected if the net intensity of
X-rays Pcnt – Bcnt is more than three times of
the standard deviation of background ��Bcnt .

Thus, this equation enables us to distinguish
the significant difference between Pcnt – Bcnt

and ��Bcnt with  99.7% confidence level.

CDL : Detection limit (mass%)
Pcnt :  X-ray intensity of spectral peak (count)
Bcnt : X-ray intensity of background (count)
C0 : Concentration of the element of interest in

the standard (mass%)

In equation (1), if we convert Pcnt and Bcnt

into count rate per unit time and unit probe
current, equation (2) can be obtained, showing
that the detection limit improves in proportion
to the square root of the probe current and the
measurement time.

CDL : Detection limit (mass%)
P :     X-ray count rate of spectral peak (cps/µA)
B :     X-ray count rate of background (cps/µA)
i :      Current (µA), t: Time (sec)
C0 :   Concentration of the element of interest in

the standard (mass%)

We actually measured the X-ray intensities
under six types of analytical conditions nor-
mally used in EPMA. Then, we applied equa-
tion (1) to the measurement results and calcu-
lated the detection limits for each condition.
Table 2 lists the analytical conditions for
obtaining the detection limits, and the details
of each condition are explained below.
� Qualitative analysis of all elements (Qual.:

all): This qualitative analysis condition is
applied to the first analysis of unknown
specimens. The wavelength range of all ele-
ments is measured and X-rays are detected.
Since the wavelength-scanning range is
wide, measurement time of every wave-
length is set short and the total measure-
ment time is long. Note that the total meas-

urement time (5 minutes) is adopted with
the EPMA instrument used in this examina-
tion, so this time differs depending on the
configuration of X-ray spectrometers and
analyzing crystals.

� Detection of trace elements (Qual.: trace):
This qualitative analysis condition aims to
mainly detect trace elements. The wave-
length range of one or more specific ele-
ments is measured. Compared to condition
�, the measurement time of every wave-
length is set long and the scanning steps are
fine. Since the wavelength-scanning range
is narrower than condition �, the total
measurement time is short.

� Normal quantitative analysis (Quant.: nor-
mal): This is a normal quantitative analysis
condition. The measurement time of the
wavelength is longer than qualitative analy-
sis. In order to suppress the counting loss,
the probe current is set low compared to
qualitative analysis. Measurement times are
20 seconds for peak and 10 seconds for
background. The total measurement time
including the time to move the analyzing
crystals is set to about 1 minute.

� Quantitative analysis of trace elements
(Quant.: trace): This quantitative analysis
condition is applied to the measurement of
trace elements. Compared to condition �,
the probe current is set high.

� EDS 5 minutes analysis (EDS: 5 min.):
This condition is applied to the measure-
ment of the full energy range by EDS. We
set the measurement time to the time same
as WDS analytical condition � (5 min-
utes). Here, the measurement time means
the real time in EDS analysis. We adjusted
the probe current so that the dead time was
optimized for the highest detection sensitiv-
ity and minimum detection limit.

� EDS 1 minute analysis (EDS: 1 min.): The
detection limits for this condition are calcu-
lated from the results of condition �.

Using the above analytical conditions, we
calculated the detection limits for a typical
heavy element Ni and a typical light element
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B. Measurements were performed for multiple
specimens having different concentrations of
Ni and B. Table 3 shows the measured speci-
mens and the concentrations of Ni and B. The
accelerating voltage was set to 15 kV for
measuring Ni and 10 kV for measuring B. The
probe diameter was set to 20 µm. However,
since the structure sizes of FeB and Fe2B are
small, the probe diameter of 2 µm was applied
to measure these two specimens.

Figure 1 shows each detection limit CDL

for Ni and B for the six analytical conditions.
The detection limit for Ni shows constant val-
ues regardless of its concentration, whereas the
detection limit for B differs remarkably
depending on its concentration. For example,
the detection limit for Danburite (B: 8.63%) is
three times or more worse than that for the
standard specimen (B: 100%). This fact
reflects that the light elements are severely
absorbed by the matrix. Thus, in practical
measurement of trace elements, the detection
limit value for heavy elements is given by the
value approximately the same as the standard
specimen (pure substance); however, it is pos-
sible that the detection limit for light elements
becomes three times or more worse than that
for the standard specimen. Furthermore, in
EDS analysis, not only the absorption effect
but also the effect of spectral overlap must be
taken into account. Figure 2 shows X-ray
spectra of mineral specimens obtained by
WDS and EDS. Carbon conductive coating
was applied to the specimens. Since the energy
resolution of WDS is high, the peaks of B and
C are completely separated in the WDS spec-
tra. On the other hand, in the EDS spectra, the
peak of B overlaps with the background of C.
In the spectrum of Danburite with B concen-
tration of 8.63%, B peak is slightly detected
but quantitative evaluation of B is difficult. In
the spectrum of Axinite with B concentration
of 1.25%, B peak is not detected. In EDS spec-
tra of light elements, there are many overlaps
of L lines and M lines of heavy elements.
Thus, it may be difficult to detect trace light
elements as in the case of analyzing B.
Moreover, we have to point out that even in

Table 1  General detection limits of WDS and EDS [1].

Fig. 1  Detection limits for Ni and B. The detection limit for Ni
(heavy element) shows constant values regardless of its con-
centration variations, whereas the detection limit for B (light
element) differs remarkably depending on its concentration
because the light elements are severely absorbed by the matrix.

Fig. 2  WDS and EDS spectra of mineral
specimens. Carbon coating was
applied to the specimens. In the EDS
spectra, since the peak of B overlaps
with the background of C, even
when B concentration is about 8%,
detection and quantitative evaluation
become difficult.

Specimen               B (mass %)
B                                 100.00
BN                                43.56
FeB                               16.20
Fe2B                                8.80
Danburite                        8.63
Axinite                            1.25

Specimen            Ni (mass %)
Ni                              100.00
Ni2Si                            80.70
Stainless steel              10.40
Low-alloy steel              2.00
Cr-V steel                      0.32

WDS                                      EDS
Light elements (B to F)      0.01 to 0.05 mass% (100 to 500ppm)   1 to 10 mass%
Heavy elements (Na to U)   0.001 to 0.01 mass% (10 to 100ppm)   0.1 to 0.5 mass%

Analytical method   Name                 Probe      Time                          Remarks
current

WDS Qualitative analysis � Qual.: all          100nA 5minutes*2 Qualitative analysis condition for all elements.

(spectral collection) � Qual.: trace      100nA 1minute Qualitative analysis condition for trace elements.

Quantitative analysis � Quant.: normal   50nA 1minute*3 Normal quantitative analysis condition

� Quant.: trace    500nA 1minute*3 Quantitative analysis condition for trace elements

EDS Spectral collection � EDS: 5 min.  *1 5minutes*4 Spectral collection by EDS

� EDS: 1 min. *1 1minute*4 � : Calculated from condition �.

Table 3  Measured specimens
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Table 2  Six analytical conditions for obtaining the detection limits.

*1  Adjusted to optimize the detection limit.
*2  Measurement time is set depending on the configuration of X-ray spectrometers and analyzing

crystals in the instrument used for measurement.
*3  Measurement time is set to 1 minute, including the time to move the analyzing crystals.

(Peak : 20seconds, BG : 10 seconds)
*4  Real time

B

C

EDS

WDS
(LDE6H)

0.15 0.2 0.25 0.3

� Qual.: all

� Qual.: trace

� Quant.: normal

� Quant.: trace

� EDS: 5 min.

� EDS: 1 min.

0.001

0.01

1

0.1

0.001

0.01

1

0.1

0 20 40 60 80 1000 20 40 60 80 100

Ni B

LIFH LDE6H

Energy (keV)



(48) JEOL News Vol. 42E No.1     48 (2007) 

EDS analysis of heavy elements, if many spec-
tral overlaps appear in the spectra, the detec-
tion of trace heavy elements is difficult.

Next, using the graph for Ni in Fig. 1, the
detection limits for each analytical condition
are compared. When comparing � (Qual.: all
by WDS) (total measurement time: 5 minutes)
and � (EDS: 5 min.), the detection limits for
both conditions are about 0.1%. This indicates
that the detection limit in EDS analysis can
reach the same level as that in Qualitative
analysis of all elements by WDS if taking
enough time for measurement (e.g. 5 minutes).
When comparing WDS analytical conditions
with a measurement time of 1 minute, that is,
conditions � to � are compared, the detec-
tion limits for � (Qual.: trace) and � (Quant.:
normal) show both 0.03%. For � (Quant.:
trace), the detection limit is 0.01%; thus, the
best detection limit under normal analytical
conditions of EPMA (WDS) is the order of
0.01%. From the comparison of detection limit
for condition � (Quant.: trace) and condition
� (EDS: 1 min.), it is found that the detection
limit for the analysis of specific elements by
EDS is more than one order of magnitude
worse than WDS with the same measurement
time. 

As stated above, the detection limit given
by equation � improves in proportion to the
square root of the probe current and the meas-
urement time. As shown in Fig. 1, the WDS
detection limit for condition � (Quant.: trace)
improves when setting the probe current to 10
times as high as that for condition � (Quant.:
normal). Whereas the EDS detection limit for
condition � (EDS: 5 min.) improves when
setting the measurement time to 5 times as
long as that for condition � (EDS: 1 min.).
Thus, the EDS detection limit improves when
increasing the measurement time. But in order
to compensate the great difference (one order
of magnitude) in detection limit between WDS
and EDS, as confirmed from conditions � and
�, we must set the EDS measurement time to
100 times as long as that for ordinary measure-
ment. This is not a practical analytical condi-
tion. On the other hand, when WDS analysis is
performed for trace elements whose concentra-
tions are 0.01% or lower, if the probe current
is further increased to the µA order and if the
measurement time is set long, compared to
condition �, the detection limit of the order of
10 ppm can be obtained. As a result, the differ-
ence in detection limit between WDS and EDS
becomes greater, more than two orders of
magnitude.

Figure 3 shows the measurement results
of the detection limits for several elements
besides Ni and B at an accelerating voltage of
15 kV under condition � (Quant.: normal). In
this measurement, pure substances were used
except for N and O (for N: AlN, for O: Al2O3).
The results show that in condition �, the
detection limit for heavy elements is approxi-
mately 0.02% to 0.05%, whereas the detection
limit for light elements differs remarkably
depending on the analyzing crystal, but this
limit reaches the same level as that for heavy
elements if the optimum analyzing crystals are
selected for each light element. However, this
detection limit value is obtained from pure
substances; therefore, as was explained before,
in practical trace-element analysis, we have to
take account of the absorption effect from the
matrix in WDS and the effect of spectral over-

Fig. 4  Conceptual diagram of detection limit in
typical qualitative and quantitative
analysis conditions.

laps as well as the absorption effect in EDS.
When we take account of the results in Fig. 3,
the detection limits for Ni for each analytical
condition in Fig. 1 and the effects of absorp-
tions and spectral overlaps for light elements,
the order of detection limit for light and heavy
elements in typical qualitative and quantitative
analysis is given in Fig. 4.

As an example of the detection of trace
elements, WDS spectra of P and Sn in a stain-
less steel are shown in Fig. 5. In this experi-
ment, measurement time was 1 minute. With a
higher probe current, 0.029 mass% P is detect-

ed. Also, under a longer measurement time, it
is confirmed that Sn of 0.01 mass% or below
is detected.

Detection Limit in Area
Analysis

In area analysis, although the measurement
time per pixel point is very short compared to
point analysis (qualitative and quantitative
analysis), the intensity for one pixel point is
actually calculated to be the mean value of the

Fig. 6  FeB/Fe2B backscattered elec-
tron image (at 10 kV).
Concentration in the figure is
expressed by mass%.

FeB
(Fe : 83.8%

B : 16.2%)  

Fe2B
(Fe : 91.2%

B : 8.8%)  

Fig. 3  Detection limits for several elements.
Analytical condition of � in Table 2 is used at
15 kV. Measured specimens are pure sub-
stances of each element, except for N and O
(N: AlN, O: Al2O3).

Fig. 5  Example of detection of trace elements P and Sn in stainless steel. Analytical condition: For P: 15
kV, 5 µA, total measurement time 1 minute. For Sn: 15 kV, 10 mA, total measurement time 10
minutes. With a high probe current of the order of µA, 0.029 mass% P is detected. Also under a
longer measurement time, Sn of 0.01 mass% or below is detected.
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intensities for the surrounding 9 pixel points or
16 pixel points; therefore, the detection limit is
rather better. As an example, we consider the
analytical condition for area analysis of Ni by
WDS where the accelerating voltage is 15 kV,
the probe current is 50 nA, measurement time
per pixel point is 30 msec/pix, pixels are 256
	 256 and the total measurement time is 30
minutes. Under this condition, the detection
limit in area analysis is 0.28% for the mean
value of 9 pixel points calculated from the
value obtained in point analysis. If area analy-
sis includes background measurement, or if the

Fig. 9  X-ray map of FeB/Fe2B obtained by the use of an analyzing crystal LDE6H
for B (50 nA at 10 kV). Numerical values for the map are the same as those
for Fig. 7. Analytical condition is the same as that for Fig. 7 except for the
analyzing crystal. Fig. 9 data shows much better result than that obtained at a
probe current of 50 nA and 20 minutes measurement time (see Fig. 7).

background intensity is very low so that this
intensity can be neglected, even in area analy-
sis, the detection limit comparable to that for
qualitative analysis of all elements can be
obtained. 

However, the main purpose of area analy-
sis is to visually distinguish a slight concentra-
tion difference in the distribution on the speci-
men surface rather than to detect trace ele-
ments. If an X-ray intensity Pcnt is given in
concentration X%, in order to consider to what
extent of concentration difference can be dis-
tinguished, we define significant concentration

difference to be Y%, and intensity variation
due to concentration difference to be PYcnt. If
the variation of PYcnt is greater than the stan-
dard deviation of Pcnt, PYcnt can be regarded to
have a significant difference to Pcnt. If the
background is low enough, the distinguishable
concentration difference Y% is given by the
following equation

Here,   ��Pcnt represents S/N of an X-ray

Fig. 8  X-ray maps of FeB/Fe2B at a high
probe current (200 nA at 10 kV).
Numerical values for the maps are the
same as those for Fig. 7. Probe current
is set 4 times as high as that for Fig. 7.
In WDS maps, both Fe and B show the
same quality data as those obtained at a
probe current of 50 nA and a measure-
ment time of 20 minutes (see Fig. 7).

Fig. 7  X-ray maps of FeB/Fe2B. Maps show the S/N improvement with a change of the measurement
time (50 nA at 10 kV,). Numerical values on top of the maps are total measurement times.
Numerical values on each map are ��P  calculated from the mean X-ray intensity (P) of each map.
When P = 0, values are not displayed. S/N improves as the measurement time is set longer, and
concentration difference is clearly shown at a measurement time of 5 minutes for WDS and 80
minutes for EDS.
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map. In area analysis, normally background is
not measured; therefore, S/N of the map is
given by Pcnt/��Pcnt (��Pcnt is the standard
deviation of peak intensity). As in equation (2)
which defines the detection limit, when Pcnt is
expressed by the count rate per unit time and
unit probe current, the standard deviation of
peak intensity is given by ��P	��i�.t , and S/N
increases in proportion to the square root of
current i and time t. From equation (3), as the
S/N of the map increases, the more a slight
concentration variation can be distinguished.
However, if Pcnt 
 Bcnt , that is, if the back-
ground intensity is high or if the concentra-
tions of elements to be analyzed are low, it is
essential to simultaneously use the background
measurement function in area analysis and
then, attempt to improve S/N.

It should be noted that equation (3) is
based on a statistical evaluation for one analy-
sis point. As in the case of detection limit,
owing to the characteristics of the map, there
are many cases where a slight concentration
variation can be distinguished. In addition, by
using pixel interpolation in the map-processing
function or smoothing, S/N can be improved.
For example, when we consider the mean
value of 9 points, a concentration difference,
which is 1/3 as low as that obtained in equa-
tion (3), is distinguishable. However, if Pcnt is
extremely low, statistical evaluation cannot be
applied. Thus, in order to obtain high-quality
data, when acquiring a map, it is desirable that
Pcnt�10.

As an example showing that concentration
difference becomes clear due to the improve-
ment and increase of S/N, area analysis results
of FeB/Fe2B are presented. Figure 6 shows a
backscattered electron image (BEI) and Fig. 7
shows X-ray maps obtained by WDS and EDS
under an accelerating voltage of 10 kV and a
probe current of 50 nA. In this condition, the
detection sensitivity of EDS is optimized. The
numerical values at the upper right of the maps
are ��Pcnt calculated from the mean X-ray
intensity of each map. By improving S/N, the
concentration difference of Fe between
FeB/Fe2B is clearly shown. In the case of B,
the concentration difference between FeB and
Fe2B becomes clear under a measurement time
of 5 minutes in WDS and under a measure-
ment time of 80 minutes in EDS, which needs
more than 10 times of the measurement time
for WDS.

Figure 8 shows X-ray maps of FeB/Fe2B
obtained at an accelerating voltage of 10 kV
and a measurement time of 5 minutes. We
increased the probe current to 200 nA in this
analysis. In WDS, both Fe and B show the
same quality data as those obtained at a probe
current of 50 nA and a measurement time of
20 minutes in Fig. 7. This result indicates that
when increasing the probe current, efficient
and rapid analysis can be performed by WDS.
But it should be noted that when an analysis is
performed at a high magnification, sometimes
the X-ray spatial resolution is degraded due to
the increased probe diameter with increasing
the probe current. On the other hand, in EDS,
even when using a probe current higher than
that optimizes the detection sensitivity, the
quality of X-ray mapping data is not improved. 

In addition, in WDS, it is possible to per-
form efficient analysis especially when opti-
mum analyzing crystals are used for each light
element. Figure 9 shows an X-ray map of

FeB/Fe2B under the following analytical con-
dition: An analyzing crystal LDE6H for B was
used and mapping data was acquired at an
accelerating voltage of 10 kV, a probe current
of 50 nA and a measurement time of 5 min-
utes. Comparing the map in Fig. 9 with the
data of B in Fig. 7(analyzing crystal: LDE2H),
which is obtained under the same probe cur-
rent and the same measurement time as Fig. 9,
Fig. 9 shows much better result than Fig. 7. 

Applications to Magnetic
Materials

Detection of trace elements

Here, we will show applications to mag-
netic materials to verify the high capability of
EPMA (WDS) in practical analysis of trace
elements. Figure 10 shows a backscattered
electron image of a magnetic material. The
main composition of the matrix obtained by
EPMA quantitative analysis is as follows. Fe:
67.0, Nd: 20.0, Dy: 5.7, Co: 3.5, B: 0.45, Al:
0.25 and Mn: 0.1 (mass%).

Qualitative analysis of all elements by
WDS was performed on the matrix at a probe
current of 100 nA at 15 kV and a measurement
time of 5 minutes. As a result, all the above
matrix elements were detected, including 0.1%
Mn and 0.45% B. This result agrees with the
order of the detection limits (heavy elements:
0.1% �, light elements: 0.3%�) for condition
� (Qual.: all) in the section of Detection
Limits in Qualitative and Quantitative
Analysis. 

Figure 11 shows part of WDS spectra
obtained by qualitative analysis of all ele-
ments. Although an Nd-L3 peak exists near
an Mn-K� peak, a trace amount of Mn is
detected without the influence of the Nd-L3

peak. Figure 12 shows EDS and WDS spectra
obtained on the matrix. In this figure, the
abscissa shows energy (keV). In the EDS spec-
trum, due to the effect of the background of
Nd, an Mn peak cannot be observed. Since
rare earth elements show complicated and
multiple peaks, when EDS is used for analyz-
ing this type of specimen, the peaks extensive-
ly overlap even in the energy range of heavy
elements, and the detection limit is degraded.

Fig. 10  Backscattered electron image of a magnetic material (at
10 kV). A form of grain boundaries on the surface of a
specimen is different depending on locations. The most
of grain boundary phase has a width of 0.1 µm or
below, but the maximum width is 0.2 µm.

Fig. 11  Result of trace-element detection of a magnetic-material matrix obtained by WDS qualitative
analysis of all elements. Analytical condition: accelerating voltage 15 kV, probe current 100 nA,
total measurement time 5 minutes. 0.1% Mn is detected without the influence of Nd. In addition,
0.45% B (light element) is detected.

0.2�m



Fig. 12   EDS and WDS spectra of a magnetic-material matrix.

Fig. 13  Analysis result of concentration variation of rare earth elements in a magnetic-material matrix
(100 nA at 15 kV). Three phases where the concentrations of Nd and Dy differ by about 1% are
distinguished on a scatter diagram. These clusters are differentiated by color (yellow, green and
blue) to create the phase map. In addition, a phase with high concentrations of each element is
colored red.
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Thus, this analysis result confirms that WDS is
very effective for detecting and analyzing trace
elements in specimens that contain rare earth
elements. 

Distinction of concentration 

variation of rare earth elements

We distinguished the concentration varia-
tion of rare earth elements in the matrix by
phase analysis. Figure 13 shows a WDS area
analysis result of Nd and Dy and a phase
analysis result in which the area analysis result
was quantified by calibration factor and phase
analysis was applied. The analytical condition
was a probe current of 100 nA at 15 kV. From
Fig. 13, it is seen that there exist some phases
where the concentrations of Nd and Dy in the
matrix are changed by approximately 1%,
respectively. In particular, the variation for the
concentration of Nd is very small. Unless a
sufficient S/N is obtained, it is impossible to
detect and distinguish multiple phases that
contain different compositions of elements on
a scatter diagram. As is shown in the EDS

When analyzing these sub-micro-areas, we
have to consider the different analytical condi-
tions optimized for “detection” and “quantita-
tive evaluation.” The spread of the analyzing
volume of EPMA is given by the numerical
value that adds the X-ray generation volume
(generation depth) and the probe diameter.
Normally, this is about 1 µm. Analyzing sub-
micro-particles, the volume of the particle is
smaller than that of analysis area; therefore,
the X-ray intensity also decreases. That is, the
“detection” of elements distributed on sub-
micro-areas can be regarded as the detection of
trace elements. As the detection limit is better,
the smaller particles can be detected [2]. If the
main purpose of analysis is “detection” of ele-
ments that are distributed in sub-micro-areas,
when we use an analytical condition with bet-
ter detection limit regardless of analyzing vol-
ume, the elements can be efficiently detected. 

On the other hand, when performing
“quantitative evaluation,” at least 90% of X-
rays must be generated from particles. This
means that it is necessary to reduce the X-ray
generation volume by applying a low acceler-
ating voltage and a small-diameter probe. To
meet this requirement, a FE-EPMA (Field-
Emission Electron Probe Microanalyzer),
JXA-8500F, is very effective because this
powerful analyzer provides a small probe even
at a low accelerating voltage. Studies using the
JXA-8500F up to now prove that this FE-
EPMA offers high-accuracy quantitative
analysis of very small areas; therefore, the
composition of an eutectic layer with a thick-
ness of 0.2 µm at the boundary between solder
and copper can be identified using a FE-
EPMA [2]. We emphasize that when a high X-
ray spatial resolution is required for area
analysis, it is necessary to consider better ana-
lytical conditions as in case of quantitative
evaluation. For the details of discussion on
micro-area analysis using EPMA, see refer-
ences [2] and [3].

Table 4 shows the X-ray generation depth
of Co and Al in a magnetic material calculated
from a Monte Carlo simulation. Figure 14
shows the relationship between the probe
diameter and the probe current of the FE elec-
tron gun, LaB6 electron gun and W hairpin-
gun, at 10 kV accelerating voltage. These facts
imply that if using an accelerating voltage of
10 kV and also a FE-EPMA which provides a
small-diameter probe at this accelerating volt-
age, elemental distributions on small grain
boundaries can be acquired with high spatial
resolution. To prove this, we performed area
analysis on grain boundaries using the JXA-
8500F FE-EPMA.

We carried out area analysis of Co and Al
at a probe current of 100 nA at 10 kV and a
magnification of 	 5,000. In this experiment,
total measurement time was set to 30 minutes,
corresponding to a generally-used measure-
ment time. With this measurement time, the
distribution of Co was observed on a location
of grain boundaries greatly emerging, but the
distribution was not clear on small grain
boundaries. For Al, the distribution along grain
boundaries was not obtained. To solve this sit-
uation, we set measurement time to as long as
150 minutes. Figure 15 shows an area analysis
result with this long measurement time. It is
shown that S/N for both Co and Al was greatly
improved; therefore, the distribution of these
elements on grain boundaries became clear. In

spectrum of Fig. 12, EDS can analyze rare
earth elements of Nd and Dy. However, in this
analysis, a Dy–L� peak and a Dy–L peak
overlap a peak of Fe which is a main element;
therefore, it is necessary to apply peak decon-
volution or measure M lines for accurate
analysis of Dy by EDS. To the contrary, since
WDS has higher peak to background ratio than
EDS, this small concentration variation can be
efficiently distinguished even when the meas-
urement time is the same as that for EDS.

Analysis of elements distributed
on grain boundaries

Next, examples of the analysis of element
distribution on grain boundaries are shown. It
is known that on grain boundaries, Co and Al
are concentrated, which also exist in the
matrix. Figure 10 reveals that a form of grain
boundaries on the surface of the specimen is
different depending on locations, and that most
of the grain boundary phase has a width of
0.1�m or below, but the maximum width is
0.2 �m.

Phase with high concentrations
of both Nd and Dy
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this experiment, priority was placed on the X-
ray spatial resolution for X-ray maps, and
measurement time was set longer without
changing the probe current. This means that
for example, if the probe current is increased 2
to 3 times, the X-ray spatial resolution is
degraded but the distribution of Co and Al on
grain boundaries can be efficiently obtained.

Furthermore, we performed area analysis

Fig. 16  Concentrations of Co and Al on grain boundaries in a magnetic material (30 nA at 10
kV). FE-EPMA (JXA-8500F) was used for measurement. On the location where grain
boundaries greatly emerge, concentrations of these elements are obtained by a line pro-
file: Co: 5.0 mass% and Al: 0.3 mass%. This result indicates that slight concentration
variations from the matrix can be distinguished (Co: 1.5 mass% and Al: 0.05 mass%).
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Fig. 14  Relationship between the probe diameter
and the probe current of the FE electron
gun, LaB6 electron gun and W hairpin-
gun, at 10 kV accelerating voltage.

Table 4  X-ray generation depth of Co and
Al in a magnetic material (acceler-
ating voltage: 10 kV and 15 kV).

10kV             15kV 

Co            0.12µ m         0.42µ m

Al            0.21µ m         0.36µ m

Fig. 15  Distribution of Co and Al on grain boundaries in a magnetic material (100 nA at 10 kV,).
FE-EPMA (JXA-8500F) was used for measurement. 

BEI

at an increased magnification. Figure 16
shows the result of analysis. Under analytical
conditions of an accelerating voltage of 10 kV,
a probe current of 30 nA, a magnification of
x20,000 and a measurement time of 120 min-
utes, we also carried out background measure-
ment and net X-ray intensities were obtained.
We converted these X-ray intensities to mass
concentrations using a calibration factor and

displayed a line profile on maps. On the loca-
tion where grain boundaries greatly emerge,
shown at the right of the maps, concentrations
of Co: 5 mass% and Al: 0.3 mass% were
obtained. This indicates that slight concentra-
tion variations from the matrix can be distin-
guished (Co: 1.5mass% and Al: 0.05mass%).

The FE-EPMA (WDS), which has a high
capability of analyzing trace elements and pro-
vides a small probe at a low accelerating volt-
age, makes it possible to distinguish slight con-
centration variations on these small grain
boundaries.

Summary

In this article, we obtained the detection
limits in normal analytical conditions of
EPMA and examined the practical concentra-
tion which can be measured. The examination
results are summarized below.
(1) Detection limits in qualitative and quantita-

tive analysis was summarized in Fig. 4.
(2) The detection limit in area analysis is com-

parable to that for qualitative analysis of all
elements shown in Fig. 4.
The distinguishable concentration differ-
ence is 1/3 as low as that obtained in equa-
tion (3).

(3) Both in qualitative/quantitative analysis
and area analysis, in proportion to the
square root of the probe current and the
measurement time, the more trace elements
can be detected and the slighter concentra-
tion difference can be distinguished.

(4) We verified the high capability of EPMA
(WDS) in practical analysis of trace ele-
ments using examples of analysis of mag-
netic materials. 

Detection of trace elements:
From complicated WDS spectra of rare
earth elements, 0.1mass% Mn and
0.45mass% B were detected under the ana-
lytical condition of qualitative analysis of
all elements.

Distinction of concentration variation of
rare earth elements:
Concentration difference of about 1% for
Nd and for Dy in the matrix was distin-
guished by phase analysis.

Analysis of elements distributed on grain  
boundaries:
Using a FE-EPMA, slight concentration
differences of specific elements between
the matrix and small grain boundaries were
distinguished(Co:3.5mass%�5mass%,Al:
0.25mass%�0.3mass%).

References

[1] The Surface Science Society of Japan,
Electron Probe Micro Analyzer, p.11
(1998) (In Japanese)

[2] N. Mori, JEOL Application Note XM105
(2003) (In Japanese)

[3] N. Mori, JEOL Application Note XM109
(2005) (In Japanese)

(52) JEOL News Vol. 42E No.1     52 (2007) 

AlCo

Probe current (A)

P
ro

b
e 

d
ia

m
et

er
 (

n
m

)



Introduction of New Products

Electron Microscope

JEM-1400
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The JEM-1400 is a high performance, high contrast, 120 kV
TEM with excellent imaging and analytical capabilities in one
compact, easy-to-use instrument. With an acceleration voltage
of 40 to 120 kV, the JEM-1400 is suitable for biological, poly-
mer and materials science applications. 
The new JENIETM software included with the JEM-1400 offers
a set of tutorials and user guides designed to help beginning
microscopists familiarize themselves with the microscope, but
also allows experienced users to explore and understand
advanced features. The WindowsTM GUI is programmed with
the latest in WindowsTM based technologies and allows remote
operation and communication between groups via a TCP/IP
connection and a web browser. 
The JEM-1400 also supports optional STEM digital
imaging/scanning circuitry which displays STEM images
(BF/DF) on the standard GUI. An EDS can be added for ele-
mental mapping.

Newly designed electron optics system

The JEM-1400 is designed on the concept of “unity of camera and
column.” The new electron optics system is optimized for inte-
grated use with any digital CCD camera. Thus, the JEM-1400 pro-
vides high-contrast images and rotation-free from a low magnifi-
cation of � 200.

New GUI  – TEM Center –

The JEM-1400 can be operated using our newly designed GUI
screens. The screens for routine operations are arranged in an
easy-to-understand layout where items appear on the screen from
top to bottom corresponding to the location of each unit in the col-
umn. This makes intuitive operation of the TEM Center. 

Navigation  – JENIE –

The JEM-1400 incorporates a TEM Navigation System, “JENIE
(JEOL Electron microscope Navigation Interactive Engine).”
When the operator selects an item to operate the screen, an easy-
to-understand video appears to teach the operating procedure.
Thus, JENIE ensures that beginners can operate the microscope
easily. 

Newly developed digital CCD camera

A new digital CCD camera, developed for the JEM-1400,
employed an interline system that does not require beam blanking.
This innovative CCD camera makes it possible to acquire high-
speed data. Also, a range of CCD cameras from different manu-
facturers can be integrated.

Extensive application programs

Integration of the digital CCD camera into the TEM enables
extensive application programs to be installed in the JEM-1400.
The powerful programs automate and facilitate complicated oper-
ations such as automatic focusing and montage imaging.  

A wealth of optional accessories

The JEM-1400 is provided with a wealth of optional accessories
for extending its applications, including STEM, EDS and TEM
tomography. For example, in the element analysis, the JEM-1400
can accommodate an EDS detector that requires liquid nitrogen
only during analysis.

Specimen : Spinal cord of frog                    (CCD camera image)
Direct magnification : � 50

High quality images obtainable over the full range
of magnification from lower to higher for lattice
imaging

Features



The JSM-7001F, Thermal Field Emission SEM, is the ideal
platform for demanding analytical applications as well as
those requiring high resolution and ease-of-use. The JSM-
7001F has a large, 5-axis, fully eucentric, motorized, automat-
ed specimen stage, a one-action specimen exchange airlock,
small probe diameter even at large probe current and low volt-
age, and expandability with ideal geometry for EDS, WDS,
EBSP, and CL. The specimen chamber handles specimens up
to 200 mm in diameter.
A new Windows XPTM based computer interface allows for
unprecedented ease of operation including function buttons
that switch operation modes quickly and easily. Up to four live
images can be simultaneously viewed, including signal mix-
ing, and a single scan can record and store all four images at
once.
The JSM-7001F SEM also supports full integration of EDS,
WDS, e-beam lithography, and an image database. Stage
automation is standard with a 5-axis computer control of X, Y,
Z Tilt and eucentric rotation.
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High-Performance Compact SEM

JCM-5700

Thermal FE SEM

JSM-7001F

The compact JCM-5700 features the high performance expect-
ed from the research grade SEM and the high throughput
required by the industries. One can be acquainted with the
operation of the SEM in a short time due to the fully automat-
ed operation including the Smile shot, which sets the SEM
operation parameters just by selecting a kind of specimen to be
observed. 
The elemental analysis capability is embedded in the JCM-
5700 Analytical Pack without requiring a larger footprint. The
observation and elemental analysis are carried out seamlessly.
A click on a feature on the SEM monitor starts the elemental
analysis. The qualitative and quantitative analyses are done
precisely in a short time. 
The low vacuum SEM mode in JCM-5700 L-PAC allows one
to observe and analyze non-conductive specimens without
conductive coating.
The JCM-5700 is on wheels to allow one to move it around
easily. It fits easily in any corner in your laboratory. 

Observation mode
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FT NMR System

JNM-ECS Series

AccuTOF TLC

JMS-T100TD
You will get TLC-MS Spectra in only
few seconds!

JEOL has developed TLC sampler for DARTTM Ion
Source and achieved the highest throughput TLC-MS
in the world.
“ Time of Fight” spectrometry makes it possible to
measure the elemental composition.

Configuration

●Analyzer : Time of Fight Mass Spectrometer (Reflection Type TOF)
● Ion Source : DART Ion Source with TLC Sampler
● Ion Source Power Supply : DART Ion Source Power Supply
●Data System : PC (DVDRW), TFT Monitor, Laser Printer

The ECS series of NMR spectrometers is designed for
any laboratory needing an easy-to-use, reliable, routine
NMR system for synthetic molecular characterization
and mixture analysis. The ECS NMR series is avail-
able in 300 and 400 MHz models. The console is
designed around a modular, digital NMR electronics
chassis controlled by an intelligent acquisition com-
puter.  For unprecedented flexibility, the JEOL NMR
system offers a Windows XPTM and Mac OSXTM. Both
the workstation and spectrometer may be connected to
a standard network, allowing seamless remote opera-
tion anywhere in the world.   

Features

●Compact spectrometer
●Advanced architecture proven in JNM-ECA series 
●Stable, high sensitivity digital spectrometer
●High sensitivity autotune probe
●Advanced software and automation
●Network spectrometer

5mg Josamycin in CDCl3, 13C-1H HSQC, 4 scans
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Certain products in this brochure are controlled under the “Foreign
Exchange and Foreign Trade Law” of Japan in compliance with inter-
national security export control. JEOL Ltd. must provide the Japanese
Government with “End-user’s Statement of Assurance” and “End-use
Certificate” in order to obtain the export license needed for export
from Japan.   If the product to be exported is in this category, the end
user will be asked to fill in these certificate forms.
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