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Development of Aberration Corrected Differential Phase Contrast (DPC) STEM

Damien McGrouther, Maria-Jose Benitez, Sam McFadzean, and Stephen McVitie
SUPA School of Physics & Astronomy, University of Glasgow

In this article we demonstrate that aberration correction for STEM probes has been achieved for field-free Lorentz STEM imaging of magnetic samples, and that, an order of magnitude improvement of spatial resolution has been obtained. We believe, that our achieved <1 nm spatial resolution is currently the best in the world for direct imaging of magnetic structure by electron microscopy.

Introduction

Correctors for spherical aberration (Cs) of electron lenses have resulted in a step-change in performance for both TEM and STEM instruments, making atomic scale imaging and analysis of materials routinely possible. Working in collaboration with JEOL and partners we show that aberration correction and other technologies have enabled an order of magnitude improvement in the capability to image magnetic behaviour in thin nano-scale structures important for current and future information technologies.

The imaging of magnetic structure in the electron microscope has a long history that extends back to the 1950’s. The group of imaging techniques used to generate magnetic contrast are collectively known as “Lorentz microscopy” [1] as they can be understood in terms of the classical Lorentz force \( \mathbf{F} = -e(\mathbf{v} \times \mathbf{B}) \) experienced by the beam electrons traversing the specimen. Thin magnetic samples also exhibit a quantum interaction with the beam, via the Aharonov-Bohm effect, whereby the phase of the passing electron waves are altered. Thus, for imaging magnetic samples the Lorentz techniques are a branch of phase contrast microscopy. In TEM mode, Fresnel and Foucault techniques have been extensively used. Both are effective in generating images showing strong magnetic contrast but are limited in spatial resolution or linearity. TEM Holographic techniques have been quite successful and shown to be capable of higher resolution imaging of magnetic induction [2], however, their basis is off-line image reconstruction and they cannot be applied to all sample geometries.

At the University of Glasgow, we have developed the STEM based Lorentz imaging mode of Differential Phase Contrast (DPC) over the last 30 years. In this article we demonstrate that in collaboration with JEOL, CEOS GmbH, Gatan Inc., Deben Ltd and University of Warwick, that aberration corrected DPC STEM has been achieved enabling the study of magnetic structure with world-leading spatial resolution better than 1 nanometre. Furthermore, in contrast to holographic techniques, these images are available in real time at near video frame-rates.

Experimental

On a JEOL JEM-ARM200FCS TEM/STEM equipped with cold field emission gun (C-FEG), a CEOS Cs STEM probe corrector and HR pole-piece, several major developments have been made to successfully realise DPC mode imaging. After describing the general concept of the DPC mode we will deal with each of the required developments in turn.

Figure 1 depicts the setup required for DPC mode imaging, where the focused electron probe is raster-scanned across the specimen with the scattered transmitted cone of electrons being detected in the far-field by a segmented STEM detector. If the specimen is magnetic and contains regions with components of the magnetic induction \( \mathbf{B} \) oriented in the specimen plane, then it can be shown that the beam is deflected through an angle:

\[
\beta = \frac{e i}{\hbar} \int \mathbf{B} \times \mathbf{n} \, dz
\]

where \( e \) is the charge on the electron, \( \lambda \) it’s wavelength, \( \mathbf{B} \) the magnetic induction in the specimen and \( \mathbf{n} \) the unit vector along the electron trajectory. The classical Lorentz deflection induced by a typical magnetic sample is relatively weak. The deflection angle, \( \beta \), is in the range 1-100 micro-radians and is very much smaller than typical diffraction scattering angles which are generally >3 milli-radians. The segmented detector is used to detect such Lorentz deflection
of the beam by measuring difference signals from opposite quadrants. An alternative interpretation of the interaction of a thin magnetic sample on the beam is that the electron beam's wavefunction after passing through the region containing magnetic induction becomes phase-shifted due to the quantum mechanical Aharonov-Bohm effect [3]. Thinking in these terms, by the action of taking difference signals, the gradient of the phase-change due to the sample is measured and hence the technique produces images showing differential phase contrast.

The process of combining the signals from the detector segments to produce live DPC STEM images is described in more detail later.

**STEM probe formation for magnetic imaging.**

In standard STEM mode, the normally excited objective lens (OL), which produces focused STEM probes with semi-convergence angles, $\alpha = 3$–$30$ mrad and has enabled imaging of Si-dumb-bells with information at 0.67 Å. However, the normally excited OL also subjects the sample to a magnetic field of strength $\sim 2$ Tesla. A field of such strength would completely saturate the vast majority of magnetic samples, obliterating any magnetic domain structure of interest. Thus, DPC STEM mode imaging must be performed with the OL completely de-excited and the sample residing in field-free or near to field-free conditions. This is easily achieved by switching the microscope into "LOW MAG" mode whereby, the OL goes off and STEM probe formation is controlled by a combination of the variable condenser (CL3) and condenser mini (CM) lenses. In this scenario, and in the absence of an aberration corrector, the diameter of the STEM probe would be dictated by the spherical aberration coefficient of the CM. In collaboration with us, JEOL and CEOS have developed a special optical configuration for the aberration corrector that compensates for the Cs of the CM and have enabled a magnification range that extends up to 2.0 million times. **Figure 2** shows an image for the resulting Ronchigram in this mode that exhibits a flat, aberration corrected, region that extends out to 3.2 milli-radian semi-convergence angle. Using a 70 µm condenser aperture, corresponding to the full diameter of the flat region, STEM imaging of a test sample, Au nano-particles, shown in **Fig. 3(a)**, demonstrated that particles with sizes of the order of 1 nm and smaller could be resolved. In fact, **Fig. 3(b)** demonstrates

![Diagram illustrating the concept of DPC STEM imaging. Lorentz deflection of the focused electron probe, through an angle $\beta_L$, by domains in a thin magnetic sample is detected using a segmented detector.](image-url)
that the smallest particle that could be resolved had a width of the order of 0.7 nm. Taking the Fast Fourier Transform of Fig. 3(a) (inset of Fig. 3(c)) and forming a radially averaged line profile showed that Fig. 3(a) contains information content up to a maximum spatial frequency of 1.8 nm⁻¹. All of these observations are in agreement with calculations made by CEOS GmbH who expected that the C₅ coefficient of the CM lens should be reduced to the order of several microns and should result in a FWHM probe diameter of 0.8-1.0 nm with spatial resolution defined as being half this value, 0.4-0.5 nm.

While it would be desirable to always operate with the highest spatial resolution, inevitably a trade-off has to be made. Recalling that the Lorentz deflection angle, β, can be as small as a few micro-radians, around 1000× smaller than the optimum probe semi-convergence angle α. Higher sensitivity to small Lorentz deflections can be obtained by reducing α at the expense of spatial resolution. This can easily be done by changing to the smallest 10 µm condenser aperture which reduces α to 450 micro-radians but means that the spatial resolution becomes limited by diffraction. Lorentz sensitivity can be increased by

![Fig. 2 Ronchigram obtained for (LOW MAG) field free operation on an Au cross-grating replica. The circled region corresponds to the diameter of the 70 mm condenser aperture, corresponding to a 3.2 mrad probe semi-convergence angle.](image)

Fig. 3 Demonstration of ultimate (LOW MAG) field free spatial resolution. (a) HAADF image of Au nano-particle test sample, (b) intensity profile across smallest observed particle (indicated between red arrows in (a)), (c) Radially averaged intensity profile of FFT (inset) of (a).
a further two times, a further reduced to 215 micro-radians, by the combined adjustment of the CL3 lens and the CEOS corrector’s adapter lens element (ADL). Under these conditions spatial resolution has been measured to be in the range 3-5 nm.

**Nulling and application of in-situ magnetic fields to the specimen**

In "LOW MAG" mode, although the OL is completely de-excited, the sample still resides in a modest magnetic field, ~150 Oe directed perpendicular to its plane. This is the result of remanence from the ferromagnetic pole-pieces. For many thin film in-plane magnetised samples the out-of-plane oriented remanent field has little influence on the static magnetic structure. Its strength is generally very much weaker than the strength of the in-plane magnetic anisotropy. In-situ studies of magnetic reversal behaviour can be accomplished by using either the remanent field, or a stronger field applied by partially exciting the OL. Tilting the sample (generally up to +/- 30 degrees is possible) can then be used to nucleate and grow magnetic domains eventually leading to reversal and saturation of the film. For ultra-soft magnetic samples, where the coercivity is very much less than the remanent field strength, it is desirable to be able to reduce to near zero the strength of the remanent field. Utilising a system developed at University of Warwick we can measure the strength of the remanent field at the sample plane using a Hall-probe TEM rod and apply a reverse current through the OL to null it. In this way, very low field strengths, < 1 Oe can be achieved in the sample region.

**Segmented DPC detector and video chain**

Development of the segmented detector and DPC image acquisition system has required an extensive collaboration involving ourselves, JEOL, Gatan Inc., Deben Ltd and Andrew Armit Designs.

The geometry of the segmented detector employed is depicted in Fig. 4(a). It consists of eight segments arranged into an inner solid quadrant (INT0 to INT3) and an outer annular quadrant (EXT0 to EXT3). DPC STEM imaging, detecting the displacement of the transmitted electron disc, is most simply realised by using a camera length that projects the transmitted electron disc onto only the inner quadrants. However, in previous work [4], we have shown that for polycrystalline magnetic thin films, strong and unwanted electrostatic phase fluctuations arise due to diffraction from the nano-scale crystallites with varying orientations. By utilizing a cameral length that projects the transmitted electron disc across the outer annular (as well as the inner ) quadrants, the higher spatial frequency electrostatic fluctuations can be “filtered" from the lower spatial frequency magnetic domain and domain wall features.

Conversion of charge signals from the detector segments into video-level voltage signals has been achieved through the development of the SuperFast 8-channel, 2 MHz bandwidth amplifier by Deben.
& Andrew Armit designs. The SuperFast amplifier is controlled by software and has a wide range of settings enabling selection, for each channel, of input resistance/capacitance for noise reduction/bandwidth selection and gain. “On the fly” arithmetic mixing of channels, is possible and can be used to view live difference signals between segments. However, we prefer to perform such image arithmetic on acquired digital images and utilize the SuperFast amplifier to pass the segment signals unaltered.

Commonly on an advanced STEM instrument such as the JEM-ARM200F, combined image acquisition and point-wise analysis (via Electron Energy Loss Spectroscopy (EELS) or X-ray Energy Dispersive Spectrometry (EDS)) are controlled by Gatan’s Model 788 Digiscan II system through Digital Micrograph software. On our JEM-ARM200FCS, the DPC detector adds 8 segment signals to the already lengthy list of signals to be acquired from the common STEM detectors (JEOL ADF1, ADF2, BF, Gatan Model 806 HAADF, Model 807 BF/ADF) and current measurement from the CFEG. Thus, in all, a total of 13 signals were required for acquisition, although not all would be used at any one time. Gatan developed a solution for this by implementing hardware and software that allowed 4 Digiscan II boxes to be operated in parallel. This was achieved in such a way that for recent releases of Digital Micrograph software (from GMS version 2.3.X), this capability is now part of the standard software-base.

Live DPC imaging, enabling magnetic contrast to be visualised, has been achieved through a control palette, Fig. 4(b), created in the Digital Micrograph scripting language by the author. By clicking “Start/Stop” or “Grab Frame” buttons, calls are issued to the Digiscan II boxes that start/stop the imaging process. The individual segment images are visible but magnetic contrast can only be seen by displaying live difference images between opposite segments. Two orthogonal direction components are necessary to reconstruct magnetic orientations and these are achieved by viewing the image pairs “INT0 – INT2”, “INT1 – INT3” if using the inner quadrant (“EXT0 – EXT2” & “EXT1 – EXT3” if using the outer quadrant). Based on these image pairs live colour images showing magnetic orientations are also presented. Quantitative determination of Lorentz deflection, and hence, BSxT, the product of the magnetic induction times the thickness of the specimen, is possible by relatively straightforward post-processing of the recorded DPC images. It is the intention to include a real-time capability so that DPC images can be calibrated in terms of quantitative Lorentz deflection.

Investigation of magnetic samples

In this section we present results obtained from applying the DPC system to investigate the properties and behaviour of magnetic specimens in some of our current research.

Iron nanostructures

The fabrication of nano-scale magnetic structures is a lengthy procedure, most commonly achieved by multi-step lithographic techniques in which the shapes to be created are written into a sensitive resist followed by chemical development, metallisation and “lift-off” steps. Alternatively, rapid direct-writing of magnetic nano-structures can be achieved in focused ion beam and scanning electron microscope (SEM) systems where a needle based system is used to inject an organometallic precursor gas into the region of the beam-scanning [5,6]. Using SEM, such electron beam induced deposition (EBID) has been employed to create rectangular iron elements, Fig. 5, and pillars with diameter around 50 nanometres, Fig. 6.

Fig. 5(a) and (b) show greyscale DPC images (obtained using Spot L1 and a 10 micron condenser aperture) that highlight the ground state arrangement of magnetisation in the approximately 600 nm × 400 nm × 40 nm thick rectangular elements which were fabricated on Si3N4 support membranes. As described earlier, Fig. 5 (a) & (b), are produced by subtracting the video signals from opposing segments on the DPC detector and produce a pair of images with orthogonal directions of sensitivity. Inside the elements strong black and white contrast can be seen that corresponds to the magnetic domain structure, while outside of the elements “noisy” phase contrast from the thin carbon coating used for charge dissipation is observed. The arrangement of the magnetic domain orientations in the element is most easily understood by forming the colour map in Fig. 5(c). From this Fig. it can be seen that the element has formed a flux-closing multi-domain Landau type pattern in which the magnetisation tends to be oriented parallel to the element edges and circulates around two vortices within the elements interior. The spatial extent of each of the vortices is dictated by the magnetic properties of the material, specifically the exchange stiffness and the saturation magnetisation. From polycrystalline alloys involving Co, Ni and Fe, vortex widths have been measured to range from 7-15 nanometres wide [7]. In Fig. 5(d), we have utilised the high spatial resolution afforded by aberration correction of the CM lens to measure a DPC intensity profile from the position of the red line in Fig. 5b. Fig. 5d, shows that for the EBID Fe element (with approximate chemical composition 60% iron, 40% carbon) that the measured width of the vortex core is 13.6 nm.

Narrow pillar-like magnetic structures can be formed by allowing the electron beam in the SEM to dwell on a single location. Such pillars have proved highly effective as magnetically switchable trapping sites when directly written on top of out-of-plane magnetised nanostrips (see reference [9] for a fuller explanation). For these pillars, due to their small diameter, ~ 50 nm, DPC imaging has been used to measure the magnetic field strength needed to switch the pillars magnetisation direction. Figs 6(a) and (b) shows colour DPC maps that depict the nanopillars grown on the edge of a grid support. The colour contrast inside the pillars is not simply interpretable in terms of magnetic structure as it is dominated by electrostatic phase gradients from the changing thickness associated with their circular cross-section. In the free-space region immediately surrounding the tip of the pillar, located inside the dashed ellipse, colour contrast relating to the pillar’s de-magnetising
fields can be observed. Starting in Fig. 6(a), moving in a clockwise direction around the tip of the pillar, the colour contrast changes from blue to red to yellow. Referring to the colour-wheel inset, this indicates the magnetic fields emanating from the tip are divergent and thus it can be inferred that the pillar is magnetised in an upwards direction. A field of strength 1000 Oe was then applied to the pillar in-situ by partially exciting the OL lens and tilting the specimen to near 30 degrees. After de-exciting the OL and returning the specimen to its untilted state, the colour map in Fig. 6(b) was obtained. Again, the direction of the magnetisation in the pillar was inferred by examining the colour contrast associated with de-magnetisation field from the pillar tip. In Fig. 6(b) it can be seen that the colour contrast has altered and changes from yellow to green to blue when moving in a clockwise sense around the tip. This indicates that the de-magnetisation fields are now convergent at the tip and infers that the magnetisation direction has been switched to a downwards orientation by the applied field.

**Multilayered ferromagnetic sample**

The high spatial resolution afforded by aberration correction for the field-free mode makes it possible to investigate the behaviour of multi-layered magnetic films in a cross-section type geometry. For a repeated NiFe ferromagnet / FeMn antiferromagnet multilayer sample we have performed DPC imaging in order to understand aspects of its magnetic reversal behaviour. Fig. 7 shows greyscale DPC images obtained from a

![Fig. 7](image)

*Fig. 7* DPC imaging of EBID Fe nano-element. (a) & (b) horizontal and vertical DPC component images, (c) colour map showing magnetic induction directions, (d) Line-trace measurement of vortex core diameter for line indicated in (b).
The FIB cross-section of the multilayer (~50 nm thick) with the structure NiFe/(FeMn/NiFe)×10 grown on an oxidised Si substrate with a capping layer of 5 nm of Ta. The NiFe layers had a thickness of 16.5 nm and the FeMn layers 12.8 nm.

Initially the sample was immersed in a large field (around 1000 Oe) to have all the layers in parallel alignment. The DPC image component showing the magnetic induction parallel to the interfaces is shown in Fig. 7 (a) where the NiFe layers appear as bright stripes in the image and the FeMn layers are gray indicating no net induction component in these regions. The variation in contrast within the stripes is a consequence of the granular structure of the film and this gives rise to a diffraction contribution to the phase contrast image. A linetrace from the area indicated by the rectangle in Fig. 7 (a) is shown, this averages the signal over a 74 nm width to reduce the effects of the diffraction contrast from the grain structure. The profile shows the magnetised layer variation very clearly where each magnetic layer is around 16-17 nm wide (i.e. deposited thickness of the film) and the AF layer is 13 nm wide. By tilting the sample in the objective lens field the magnetic state could be altered with individual layers switching and an example of the state part way through the reversal process is shown in Fig. 7 (b) where seven of the eleven magnetic layers have switched their direction of magnetisation, one partially. This can also be seen by comparing the averaged linetraces for Fig.s 7 (a) & (b) for the two different states. The linetraces show the induction in the ferromagnetic layer very clearly and indeed the interface between the ferromagnetic and antiferromagnetic layers shows the transition which is on the order of 1-2 nm.

**Reduction of magnetization in nanoscale regions by ion irradiation**

Obtaining quantitative measurements regarding the strength of magnetic induction from DPC images is usually straightforward. We have been investigating the use of FIB based ion-irradiation to control the strength of magnetisation in Cr(3 nm)/Ni82Fe18(10 nm)/Cr(5 nm) films deposited on Si,N electron transparent membranes. The key aim for us was to create and characterise narrow irradiated line defects that could act as trapping sites for domain walls in magnetic nanowires [9,10]. Fig. 8 shows quantitative DPC imaging of a line irradiated at a dose of $8 \times 10^{15}$ ions cm$^{-2}$. The components of magnetic induction were mapped parallel, Fig. 8(a), and orthogonal, Fig. 8(b), to the irradiated line. In Fig. 8(a) the irradiated line is observed as a lower intensity feature while it is invisible in Fig. 8(b), the latter is consistent with the component of magnetic induction being continuous across an interface as proved from Maxwell’s equations, even though the magnetization is discontinuous. The intensity profile from the region indicated in Fig. 8(a) is plotted in Fig. 8(c) where the vertical axis displays quantitative measurement of the Lorentz deflection of the beam. Quantitative determination of the deflection is achieved by dividing the difference images by the “SUM” image (i.e. summing the images from all segments). Since the diameter of the transmitted electron disc incident on the segmented detector relates to the beam convergence semi-angle, $\alpha$, which is known, then the Lorentz deflection, $\beta$, can be easily be recovered. In Fig. 8(c), the quantitative profile shows a measured Lorentz deflection angle of ~4.3 $\mu$rad for the unirradiated region. This is as expected. For a 10 nm thick Ni$_{82}$Fe$_{18}$ film with $B_s = 1$ Tesla, then the total beam deflection should be $\beta = 6.5$ $\mu$rad. With the DPC

![Fig. 6 (a) & (b) DPC colour maps showing magnetic fields emanating from the tip region (indicated by dashed ellipses) of 50 nm diameter EBID Fe-nanopillars.](image-url)
sensitivity components being oriented at 45 degrees to the direction of the mean magnetisation in the film, then the measured $\beta$ is reduced by $\sin(45) = 0.7$, yielding $\beta = 4.4$ $\mu$rad. The irradiation dose of $8 \times 10^{15}$ ions cm$^2$ has resulted in a line of width 50 nm, with a measured deflection of 1.3 $\mu$rad, corresponding to a reduction of 70% reduction in $M_s$.

**Summary**

In summary, our collaborative development of an aberration corrected STEM Differential Phase Contrast system has demonstrated quantitative imaging of magnetic structure with spatial resolution in the 1-6 nanometre range. As far as we are aware, apart from ultra-high vacuum based scanning tunnelling microscopy (UHV-STM) of atomic surfaces, we know of no other techniques that currently enables magnetic imaging at this length scale. Excitingly, we envisage that further improvements can be made. All results presented here were obtained with a beam energy of 200 keV. Recently we have begun performing DPC at 80 keV which should lead to around a 4× improvement in magnetic sensitivity and which will be essential for investigating new phenomena in ultrathin, 1-5 atom thick, magnetic layers. Furthermore, DPC imaging is not just limited to magnetic samples. Materials and films containing intrinsic electric fields and polarisation exert similar influence on the electron beam. However, the exciting prospect here is that the OL need not be de-excited for such work. Operating in the more usual aberration corrected OL ON mode, atomic resolution DPC investigations are enabled. We envisage that such powerful imaging may benefit the understanding of charge distributions in bonding, across interfaces and at surfaces and lead to the discovery of new aspects of materials physics.
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Fig. 8 DPC analysis of FIB irradiated lines in a Cr/Ni$_{80}$Fe$_{20}$/Cr multi-layer. (a) & (b) Component images showing the irradiated line, (c) a quantitative plot of beam showing the variation of beam deflection and width of the irradiated line.
Atomic-Resolution Characterization Using the Aberration-Corrected JEOL JEM-ARM200CF at the University of Illinois – Chicago

Robert F Klie, Ahmet Gulec, Arijita Mukherjee, Tadas Paulauskas, Qiao Qiao, Xue Rui, Runzhe Tao, Canhui Wang, Tad Daniel, Patrick J. Phillips, Alan W. Nicholls

University of Illinois at Chicago

Modern aberration-corrected scanning transmission electron microscopes (STEM) provide a multitude of characterization techniques that can be applied across a wide-range of length and temperature scales. At the University of Illinois at Chicago, the aberration-corrected, cold-field emission JEOL JEM-ARM200CF is capable of atomic-resolution imaging, electron energy-loss (EEL) spectroscopy and energy-dispersive X-ray (XEDS) spectroscopy in a temperature range between 80 – 1,300 K. The capabilities of this instrument will be demonstrated using a number of studies focusing on both structural and chemical properties of materials including NbH, SrTiO₃, CdTe and ferritin protein. The central theme of these studies is microscope versatility, which is realized through the ability to perform atomic-scale chemical characterization while retaining high spatial imaging resolution. Of particular interest to many studies is the utilization of light elements, such as N, O or H, using simultaneous high-angle annular dark field (HAADF) and annular bright field (ABF) imaging. Novel in-situ capabilities will be demonstrated using graphene liquid cells. Finally, we will demonstrate the effects of a new silicon drift detector, the Oxford X-MaxN 100TLE on performing atomic-column resolved XEDS mapping at varying length scales and energy resolution.

Introduction

A better understanding of the mechanisms that influence a material’s property on the atomic level is essential for developing new functional nano-devices for electronics, energy and biological applications, it is essential that we gain an understanding. Even more so than on the macroscopic level, when a component has been miniaturized for use in nano-devices, surfaces, interfaces, and individual defects dominate its properties by changing the material’s structural, compositional and bonding behavior. If working and reliable devices are to be successfully fabricated, it is imperative that we understand the structure-property relationships of these defects, interfaces and surfaces.

Over the last decade, analytical transmission electron microscopy (TEM) and scanning TEM (STEM) have emerged as the primary tools for exploring the structure-property relationships of novel nano-materials [1-15], in particular the atomic and electronic structures of defects, interfaces, or nano-particles [16-20]. The scanning transmission electron microscope (STEM) fitted with a probe-side aberration corrector, such as the JEOL JEM-2200FS or the JEOL JEM-ARM200F [21-24] yields unparalleled spatial resolution of both heavy and light chemical species. With spatial resolution of aberration-corrected high-resolution phase contrast imaging (HRTEM) and high angle annular dark field, HAADF, (or Z-contrast) imaging in aberration-corrected STEMs now reaching the fundamental limit of the Bohr radius, a₀=50 pm, the focus is shifting to increasing the chemical resolution and visualizing all constituent atomic species, while retaining spatial resolution. To that end, electron energy loss spectroscopy (EELS) and energy-dispersive X-ray spectroscopy (XEDS) are being pushed to the point where atomically-resolved chemical maps are possible with both techniques [25, 26]. The implementation of silicon drift detectors (SDD) with larger active detector areas in XEDS have greatly aided this advancement, leading to the demonstration of single atom sensitivity [27].

Many material systems are utilized in devices under conditions (i.e. temperatures, pressures or fields) that are substantially different from those present inside an electron microscope column. In a conventional atomic-resolution transmission electron microscope, atomic-resolution studies have previously been limited to ambient temperatures and under high vacuum (Pᵥ=10⁻⁵ Pa) due to the inability to get in-situ holders into the small gap of an ultra-high-resolution objective lens pole-piece. Over the
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last decade, the field has advanced significantly, and in-situ capabilities are now available to study the dynamic behavior of materials in environments other than the high-vacuum of the TEM column. Novel sample stage designs have enabled in-situ heating up to 1,300 K with atomic resolution, in-situ gas and liquid experiments with nano-meter resolution, as well as time-resolved imaging with better than nanosecond resolution.

This paper will demonstrate the capabilities of the JEOL JEM-ARM200CF at the University of Illinois at Chicago, a probe aberration-corrected STEM equipped with a cold-field emission electron source, a post-column EEL spectrometer and the new Oxford X-MaxN 100TLE SDD-XEDS detector. We will demonstrate that atomic-resolution imaging of light elements, including N, O and H is possible using ABF imaging, while the cold-field emission electron source allows for EELS with an energy resolution of better than 400 meV. In addition, we will highlight our newly developed graphene liquid cell approach of encapsulating biological samples, such as ferritin proteins in a liquid between two single layers of graphene.

**Experimental**

The JEOL JEM-ARM200CF installed in the Research Resources Centre (RRC) at the University of Illinois at Chicago ([Fig. 1](#)) is equipped with a cold field emission gun, 5 annular detectors, a Gatan Enfina EELS spectrometer and the new Oxford X-MaxN 100TLE SDD EDS detector and was installed in our laboratory in late 2011. The spatial resolution that can now be routinely achieved using the JEOL JEM-ARM200CF exceeds 70 pm at 200 kV primary energy (see [Fig. 2(a)](#)) and 100 pm at 80 kV primary energy. The energy resolution of the EEL spectra at any energy between 80 and 200 kV is 350 meV (see [Fig. 2(b)](#)). The stability of the instrument was measured using a long-exposure HAADF image without drift correction, and was determined to better than 150 pm/min. In addition to the double tilt holders, we also took delivery of a Gatan double-tilt liquid He cooling stage, a Protochips Aduro double tilt heating stage, a Fischione tomography stage, as well as a Nanofactory STM-TEM stage and a Protochips Poseidon liquid flow cell. In addition, we have still access to the Gatan double tilt heating and the double tilt LN$_2$ cooling stage, which were purchased in 1998 for use in the UIC JEM-2010F.

In this paper, we will show results from several of these in-situ stages, including the Gatan LN$_2$ cooling stage and the home-made graphene liquid cell. These results are meant to demonstrate the wide range of experiments that can be conducted on a daily basis in the ARM200CF. At this point, it is important to note that switching between TEM and STEM mode can be done without disturbing the alignment or stability of the instrument significantly. For example, when switching from TEM to STEM mode, it is possible to achieve atomic resolution nearly immediately after the coma and astigmatism have been manually corrected. At the highest imaging resolution, we notice that during the first 60-120 minutes after entering STEM mode, some adjustment of the focus and stigmator is necessary. Once the ARM200CF has been in STEM mode for two hours, the instrument is completely stable.

The UIC JEOL JEM-ARM200CF is located in an open-access user-facility, which allows qualified users to use the instrument 24 hours, 7 days per week on an hourly user-charge basis [28]. It is, therefore, crucial that any of the experimental setups required by the user are not affecting the performance of the instrumentation for the subsequent users. To date, we have not experienced any significant influence of any in-situ experiments or
low-voltage measurements on the vacuum column or energy-stability performance for more than a few hours after the completion of the experiments.

**Results and Discussion**

Here, we will discuss the results from several experiments conducted using the JEOL ARM200CF at the University of Illinois at Chicago. The materials that were characterized include SrTiO$_3$ thin films on GaAs, 8-NbH, polycrystalline CdTe and ferritin proteins in a graphene liquid cell.

**Low voltage characterization of SrTiO$_3$/GaAs interfaces**

Over the past few years, ultrathin metal-oxide films on polar semiconductor surfaces have received much attention due to the occurrence of novel interfacial properties, including ferroelectricity, superconductivity and the presence of an interfacial 2-dimensional electron gas [29-34]. The first successful growth of SrTiO$_3$ thin films on Si was reported more than two decades ago, and various techniques have been used to assemble a layer-by-layer crystalline oxide film and avoid the formation of the amorphous layer at the interface [35, 36].

The SrTiO$_3$/GaAs interfaces were studied experimentally and theoretically with various techniques in order to develop a fundamental understanding of the structure property relationships and it has been reported that the SrTiO$_3$ film prefers to be SrO terminated at the interface, regardless of the growth condition, and a submonolayer of Ti, hereafter referred to as a Ti pre-layer, between the oxide and semiconductor can release the Fermi level pinning after the thin film deposition.[37-39] However, due to the oxygen deficiency of the film, it was not possible to perform atomic resolution electron energy-loss spectroscopy (EELS) on the highly beam sensitive SrTiO$_3$/GaAs interface [40].

Using the JEOL ARM200CF at UIUC, we conducted a detailed study of the atomic and electronic structures of the SrTiO$_3$/GaAs interface with and without a Ti pre-layer using HAADF imaging and EELS at 80 kV primary electron energy [41]. Figure 3 shows atomic-resolution Z-contrast images of a 4 monolayer thin SrTiO$_3$ film on GaAs (001), where the epitaxy is apparent with SrTiO$_3$(001) $\parallel$ GaAs (001) and SrTiO$_3$(110) $\parallel$ GaAs[100]. The interface between the SrTiO$_3$ film and the GaAs support in Fig. 3 appears sharp with no obvious interfacial diffusion. Moreover, the images suggest that the oxide films start with a SrO layer at the As terminated GaAs interface, regardless of the fact that 0.5 ML of a Ti pre-layer was deposited on the GaAs surface prior to SrTiO$_3$ growth for the sample shown in Fig. 3(a)). As opposed to the experiments

Fig. 2 a) HAADF image at 200 kV of Si (110) with Fourier transform shown as insert. b) Zero-loss peak with indicated full width at half maximum.
conducted at 200 kV primary electron energy, the SrTiO$_3$/GaAs interfaces are now sufficiently stable to withstand atomic resolution imaging and spectroscopy for extended periods of time. Even several hours of analysis on a particular region of a sample has so far not shown any signs of beam damage, neither in Z-contrast imaging nor in spectroscopy.

The acquired Ti L- and O K-edges are shown in Fig. 4 and Fig. 5, respectively acquired using a convergence semi-angle of 30 mrad, a collection semi-angle of 35 mrad, with a 0.1 eV/pxl dispersion and a 3s dwell time. The top spectrum in Fig. 4 and Fig. 5 is taken from a SrTiO$_3$ bulk specimen thus providing a Ti$^{4+}$ fine structure as a reference. In Fig. 4, the crystal field splitting of Ti L$_1$ and L$_2$ edges can be clearly resolved in all the spectra taken from the SrTiO$_3$ thin film, which indicates that the Ti valence is close to 4+ throughout the films in both films with and without the Ti prelayer.[42] To further assess the Ti valence state, and thereby the oxygen stoichiometry of the films, the energy scale has been calibrated using the O K-edge onset, as shown in Fig. 4.

It can now be seen that in the film without the Ti pre-layer, the Ti L-edges for each location in the film are slightly shifted towards lower energy, again indicating a slight decrease in the Ti. More specifically, both L$_1$ and L$_2$ edges shift to lower energies as the electron probe approaches to the SrTiO$_3$/GaAs interface, indicating a decrease of the Ti valence from 4+ to a mixture state of 3+ and 4+.[42] Such phenomena could be caused by oxygen vacancies, or because the Ti-O bonding state on the TiO$_2$ columns in the thin film changed to Ti-As on the surface of the substrate. In addition, it is interesting to note here that a Ti signal is noticeable at least 2 layers into the GaAs support, indicating that some of the Ti has diffused into the GaAs support during the film synthesis.

In Fig. 5, the acquired O K-edges are fitted to their 5$^{th}$ nearest neighbors and compared with the reference spectrum taken from bulk SrTiO$_3$. The colored spectra correspond to the colored rectangles in Fig. 3. It is immediately noticeable that the O K-edge fine-structure in the SrTiO$_3$, thin films is significantly different from the bulk SrTiO$_3$, especially for the film grown without the Ti prelayer. More specifically, the pre-peak, which strongly scales, with the presence of oxygen vacancies, is suppressed in the spectra taken from the films [43, 44], indicating the presence of oxygen vacancies. Furthermore, near the SrTiO$_3$/GaAs interface, the fine-structure of the O K-edge exhibits several peaks that were not found in the bulk SrTiO$_3$, nor in the films SrTiO$_3$ spectra. These additional peaks indicate the oxygen bonding with arsenic on the GaAs surface during the initial steps of the thin film synthesis. Finally, the integrated O K-edge intensity disappears completely in the GaAs support, even in the locations where a Ti signal was found. This further indicates that only the Ti diffuses into the support, while the oxygen remains in the SrTiO$_3$ film and on the GaAs surface.

Our low-kV imaging and spectroscopy study, therefore, shows, that while the atomic structure of the interfaces does not reveal any evidence of the Ti prelayer at the SrTiO$_3$ interface, the electronic structure of the films appears significantly different. The films grown without the Ti pre-layer appears to be more oxygen deficient, and exhibit strong interaction between the GaAs support and the interfacial oxygen, potentially forming As$_2$O$_5$. The deposition of the Ti pre-layer appear to alleviate the oxidation of the substrate and consequently lift the

![Fig. 3 Atomic resolution HAADF image at 80 kV of SrTiO$_3$/GaAs (a) with and b) without the Ti pre-layer. The colored rectangle highlight the area where EEL spectra where acquired. An atomic model is superimposed on the images and the interface is indicated by the dotted line.](image-url)
Fermi-level pinning [41].

**Direct imaging of hydrogen in β-NbH**

Niobium, a 4d transition metal, has found many applications including hydrogen storage, heterogeneous catalysis, dielectric coatings, and superconducting devices, such as superconducting radio-frequency (SRF) cavities [45]. In the next generation accelerators, the performance of SRF cavities at moderate (i.e. 16-19 MVm⁻¹) and high electric (i.e. >35 MVm⁻¹) field gradients are critical [46]. Nevertheless, even after decades of research, a solid understanding of the microstructural defects limiting the medium and high field performance is still missing. What appears clear, however, is that Niobium hydride, if present, can be a major contributor to the degradation of the quality factor, Q, since hydride precipitates can only be superconducting by proximity effect, and their premature transition to the normal state will lead to strong losses [47, 48].

Here, we present an atomic-resolution study of the formation of β-NbH precipitates at room temperature in Nb grains near the cavity surfaces [49]. In addition, we demonstrate that atomic-resolution imaging is still possible at LN₂ temperatures, although spatial drift limits the dwell time per pixel to around 16 μs/pixel.

**Figure 6** shows a pair of HAADF and ABF...
images, acquired simultaneously, of a $\beta$-NbH precipitate in the [110] orientation. While the HAADF image appears very similar to that of pure Nb, the ABF image reveals additional atomic columns, which can be identified as hydrogen atomic columns. The insert in Fig. 6 shows the proposed structure of $\beta$-NbH [110] as well as the calculated image contrast using the multi-slice method. The contrast in the image calculations agrees with that measure in the experimental ABF images. Using a combination of ABF imaging, selective area electron diffraction and EELS, we confirmed that the phase image is $\beta$-NbH [110].

According to the phase diagram for Nb-hydride, there exist several other phases depending on the local hydrogen concentration and temperature. Therefore, in order to fully understand the role of hydride precipitates on the mid and high field gradient performance of Nb based SRF cavities, an imaging method capable of atomic-resolution at low temperature (e.g. LN$_2$ temperature) is needed. Using the Gatan double tilt LN$_2$ stage, we imaged bulk Nb [110] (Fig. 7(b)) and show that achieving atomic-resolution is possible at that temperature. However, due to the increase mechanical vibrations as a result of the nitrogen boiling off, we had to decrease the pixel dwell time to 16 $\mu$s/pixel and average over several images to achieve a presentable signal to noise ratio. If necessary, more sophisticated noise reduction procedures can be employed if repeated acquisition of short-exposure time images is not possible.

**XEDS analysis of defects in polycrystalline CdTe**

Polycrystalline CdTe thin film based photovoltaic devices are present leaders in thin film solar technology ([50], [51]). Commercial success of CdTe based devices stems from the nearly ideal band gap of the material which very effectively couples to our sun’s light spectrum as well as ease of manufacturing and low cost of the modules. However, to improve the conversion efficiency beyond 20%, it is critical to minimize the harmful effects of grain boundaries and lattice defects in CdTe. Direct atomic-scale structural and chemical investigation is desirable in order to identify atomic configurations which can act as carrier recombination centers. Likewise, it is necessary to confirm that passivants introduced into CdTe are able to diffuse and bind to the target defects.

Besides arbitrarily oriented grain boundaries, stacking faults and $\Sigma3$ twin boundaries, both lying on

![Simultaneous HAADF and ABF images at 200 kV of $\beta$-NbH [110] clearly showing the hydrogen atomic columns in the ABF image.](image)
[111] planes, are very common planar defects in CdTe. These defects have the correct nearest-neighbor bonding, however stacking disorder becomes apparent in second (and beyond) nearest neighbors. While these interfaces have been deemed benign as far as carrier recombination centers are concerned, their role in attracting impurities and anti-site point defects remains unknown. In Fig. 8, we show an HAADF image and XEDS image of a stacking fault in CdTe along [110]. In this projection, Cd and Te atomic columns form a dumbbell-like structure with 162 pm column separation. The XEDS data clearly shows atomic resolution and the polarity of the planar defect can be readily identified. More precisely, the direction of the dumbbells at the stacking fault is rotated by 250° about [110]. Figure 8 shows that the terminating column of the left side of the interface is Te, followed by Cd. Such data will allow us to quantify possible changes in stoichiometry across twin boundaries and stacking faults, detect the presence of dopants, and determine the atomic structure of dislocation cores terminating such defects.

HAADF image and atomic-column resolved XEDS map of a Lomer-Cottrell dislocation along [-1-10] zone-axis in CdTe are presented in Fig. 9. More specifically, two intrinsic stacking faults are seen in the HAADF image and the XEDS spectrum image shows the integrated intensity of the Cd and Te L-peaks in the stacking faults. The dislocation core is located at the vertex of two intersecting stacking faults, and is composed of three Cd atomic columns and a single Te column (CdTe), as can be seen from the spectrum image map shown in Fig. 8. It should be pointed out here that without the availability of the XEDS spectrum image, the identification of the atomic columns in the dislocation core would not be possible, since the atomic numbers (Z) for Cd and Te are too close to be distinguished using HAADF imaging alone.

**Ferritin in a graphene liquid cell**

Nanoparticle growth, chemical reactions or biochemical activity often occur in the presence of a liquid. To study liquid sample in an electron microscope, several liquid cell designs have become commercially available in recent years that enable materials to be imaged in a carefully controlled liquid environment within the vacuum of a TEM. However, all suffer from a few key limitations that do not allow for ultra high-resolution imaging or spectroscopy:[52] 1) two Si₃N₄ layers (50-500 nm thick) used as electron transparent windows and 2) the thickness of the

Fig. 7 200 kV atomic-resolution ABF images at a) room and b) LN₂ temperature. Both images show the Nb atomic columns, but the Hydrogen columns are not very visible in the low temperature image due to the increased sample vibration.

Fig. 8 An HAADF STEM image acquired across a twin boundary, viewed with the Cd L (red) and Te L (blue) series overlaid. The scale bar is 1 nm and applies to the individual element maps.
liquid surrounding the sample. In these liquid cells, the imaging resolution is usually limited to nanometers. Electron energy-loss spectroscopy (EELS) is degraded by multiple scattering events in the thick window layers, and the strong core-loss signals associated with the presence of Si and N [53]. In addition to the increased sample thickness, radiation damage is a fundamentally limiting factor when examining beam sensitive materials and/or hydrous samples in TEM. It has been shown that coating the specimen with carbon, metal or grapheme [54-58], or lowering the temperature [57] have positive effects against radiation damage by reducing electrostatic charging, mass loss, loss of crystallinity, or defect formation rate [54-58]. These studies suggest that it is possible to reduce radiation damage to below breakage of covalent bonds. However, further reduction of radiation damage is needed for characterization of biological samples, since many biological structures and functions are related to the much weaker hydrogen bonds.

We have developed a biocompatible approach of encapsulating liquid containing samples in monolayers of graphene. This not only allows biological samples to be directly imaged at atomic resolution in a native liquid state without limitations from the window thickness (see Fig. 10), but also enables nm-scale analysis using EELS to quantify reactions in an aqueous environment [59]. It has to be pointed out here that any imaging or chemical analysis of graphene liquid cells required that the electron beam energy is lowered below 100 kV, and the images shown in Fig. 10 are taken at 80 kV.

Further, we have shown that the energy deposited by the incoming electrons is dissipated by graphene from the area irradiated at a rate equivalent to the beam current of several electrons per Å² per second [59]. This would therefore provide a reduction of radiation damage, allowing for high resolution imaging and spectroscopy of beam sensitive materials. Details, such as individual Fe atoms (see Fig. 10) or polypeptide of unstained protein, are resolved in a liquid environment. By carefully controlling the induced electron dose rate, we have shown that reactions, such as liquid/ gas phase transition (bubble formation and condensation), or nanoparticle/ nanowire growth can be initiated at selected locations in GLC, and recorded at nm resolution. This technique also allows us to perform a quantitative study of radiation damage effect on different encapsulated samples, such as water or protein, by observing local reaction processes.

Conclusion

Nearly two years after the delivery of the new JEOL ARM200CF to UIC, we have demonstrated the capabilities of the instrument to perform with sub-Å and sub-eV resolution in a variety of environments using a 200 kV primary energy electron beam. The spatial resolution is decreased in 1.0 Å for low energy imaging at 80 kV without any loss in the analytical capabilities of the instrument. In addition, the ARM200CF is capable of imaging samples in a liquid environment, at elevated or cryogenic temperatures in either TEM or STEM mode.
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Electron magnetic circular dichroism (EMCD) allows the quantitative, element-selective determination of spin and orbital magnetic moments in a manner similar to its better-established X-ray counterpart, X-ray magnetic circular dichroism (XMCD). As an advantage over XMCD, EMCD measurements are performed using transmission electron microscopes, which are routinely operated at sub-nanometer resolution. However, because of the low signal-to-noise ratio of the EMCD signal, it has not yet been successful to obtain quantitative information from EMCD signals at the nanometer scale. In the present article, we demonstrate a new approach to EMCD measurements that takes most of the higher accelerating voltage of the incident electrons, which considerably enhances the applicability of the technique. The statistical analysis introduced here yields robust quantitative EMCD signals. In the present scheme, quantitative magnetic information can be routinely obtained using electron beams of only a few nanometers in diameter, without imposing any restrictions on the crystalline order of the specimen.

Introduction

Electron microscopy, when used in combination with several types of spectrometers, provides not only magnified images with spatial resolutions down to the atomic scale but also local chemical information such as chemical composition and electronic states. In particular, electron energy-loss spectroscopy (EELS), which analyzes electrons transmitted through a sample, can be used to explore a rich variety of material properties. Its emerging significance in nanometric analysis is growing further, in competition with its counterpart, the X-ray absorption spectroscopy, measured at synchrotron X-ray sources.

Modern synchrotron X-ray sources capable of delivering intense radiation with a well-defined polarization have provided insight into not only the structural and chemical but also magnetic aspects of solids [1]. The usefulness of synchrotron X-rays in magnetism can be attributed to the discovery of an important phenomenon called as X-ray magnetic circular dichroism (XMCD) [2-4]. XMCD originates from the dependence of the absorption cross-section on the sample magnetization with respect to the photon helicity. Spin and orbital magnetic moments can be quantitatively determined in an element-specific manner using a simple integration of the XMCD spectra employing sum rules [5,6]. An analog to XMCD is the electron magnetic circular dichroism (EMCD) technique, in which electrons are transmitted through a magnetic sample in a transmission electron microscope (TEM) [7,8]. EELS measured at core levels in different positions in the diffraction plane can then be employed to extract element-selective magnetic information.

Since the possible existence of EMCD was first outlined in 2003 [7] using methods reminiscent of symmetry-selected EELS [9], recent theoretical and experimental progress in the EMCD technique has led to improvements in its spatial resolution [10,11], facilitated theoretical understanding [12-16], and also given rise to the first quantitative studies [17-19] of spin and orbital magnetic moments. Although TEM has been expected to offer a much higher spatial resolution than the currently obtainable with XMCD, high-resolution quantitative EMCD has not yet been achieved, because of its inherent low net
signal strength. Because EMCD is measured at core-level edges, the signal strength exhibits a power-law decay as a function of energy loss. Another challenge is the necessity to measure EMCD at diffraction angles that do not coincide with Bragg spots in the diffraction plane, which reduces the signal strength even further. Moreover, beam and sample instabilities, coupled to a potential damage of the sample by an intense electron beam, limit the acquisition time. In most experiments performed to date, a large beam current was used in an optimized geometry—namely, the 2-beam [8,14,17,20,21] or 3-beam [11,17,19,22] Bragg condition—which in turn necessitates the use of a single-crystalline specimen in a precise and stable orientation.

In our recent article [23], we had introduced a new scheme for measuring EMCD by utilizing an ultra-high voltage transmission electron microscope (UHV-STEM) equipped with EELS. The conventional procedure of optimizing the signal-to-noise ratio (SNR) in a fixed geometry is inherently prone to beam damage and stability issues. Therefore we rapidly collected a large number of independent spectra and, in addition, introduced a new statistical technique for the analysis, efficiently overcoming the aforementioned restrictions and reducing the lateral resolution of quantitative EMCD to the nanometer range. The power of the technique was demonstrated by analyzing a polycrystalline iron sample [23].

**Theoretical background and simulation**

The underlying idea for the measurement scheme involves the decomposition of the inelastic transition matrix elements (mixed dynamic form-factor; MDFF) using a dipole approximation into a linear combination of non-magnetic and magnetic terms, including their anisotropies [15]. In a material with a cubic crystal structure, such as bcc iron, the anisotropic terms are negligible, and a simple expression for the MDFF \( S(\mathbf{q}, \mathbf{q}', E) \) remains:

\[
S(\mathbf{q}, \mathbf{q}', E) \propto \mathbf{q} \cdot \mathbf{q}' N(E) + i(\mathbf{q} \times \mathbf{q}')_z M_z(E), \quad \ldots (1)
\]

where \( \mathbf{q} \) and \( \mathbf{q}' \) are momentum transfer vectors, \( E \) is the energy loss, and \( N(E) \), \( M_z(E) \) are the white-line non-magnetic signal and magnetic EMCD signal, respectively. In this equation, it has been assumed that the sample is magnetically saturated along the \( z \)-axis in the magnetic field of the objective lens.

At an arbitrary relative orientation of the crystalline axes, incoming beam, and detector, the scattering cross-section \( \frac{\partial \sigma(E, \Omega)}{\partial E d\Omega} \) will be a weighted sum, as given below:

\[
\frac{\partial \sigma(E, \Omega)}{\partial E d\Omega} \propto A(\Omega) N(E) + B(\Omega) M_z(E), \quad \ldots (2)
\]

where \( A(\Omega) \) and \( B(\Omega) \) are coefficients that depend on the diffraction angle \( \Omega \). Consequently, we establish that for a bcc iron polycrystalline sample with sufficiently large grains, every spectrum is a linear combination of a white-line non-magnetic signal \( N(E) \) and a magnetic EMCD signal \( M_z(E) \), albeit with \textit{a priori} unknown coefficients \( A(\Omega) \) and \( B(\Omega) \).

On the basis of the theoretical method outlined above, we performed simulations to obtain the dichroic signal distribution in the diffraction plane for a randomly oriented polycrystalline sample. A bcc iron supercell of \( 4 \times 4 \times 18 \) lattice dimensions (approximately \( 1 \text{ nm} \times 1 \text{ nm} \times 5 \text{ nm} \)) containing 576 iron atoms was melted, annealed, and slowly cooled in accordance with classical molecular dynamics, considering the interatomic potential proposed by Mendeleev et al. [24]. The procedure was repeated multiple times, and in some cases, we obtained a model structure with several crystalline grains of different orientations (Fig.1(a)). The corresponding electron diffraction pattern is presented in Fig. 1(b). We calculated the electronic structure of this model structure using density functional theory and estimated an average magnetization of 2.19 \( \mu_B \) per atom. For calculations of the dynamical diffraction, this model structure was periodically

![Fig. 1](a) Model bcc Fe polycrystalline supercell produced by a classical molecular dynamics simulation. (b) Calculated electron diffraction pattern of the cell. (c) The theoretical EMCD signal intensity distribution (along \( z \)-direction [18]) in the diffraction plane (1 mrad – 0.25 \( \mu_\text{rad} \) – 1.25 \( \text{nm}^{-1} \)).
repeated in the x, and y dimensions and illuminated by a plane wave. The calculated Fe-L$_3$ edge energy-filtered diffraction pattern of the magnetic signal along the z-direction [16] is presented in Fig. 1(c). Approximately 600 beams were considered in the simulation [12,25]. The approach proposed in this article has been inspired by simulated distributions of dichroic signals in the diffraction plane [12,15], which suggest that EMCD is present almost everywhere in the diffraction plane, despite nontrivial variations in strength and sign.

**Experimental**

A 30-nm-thick bcc iron layer and a 3-nm-thick Al cap layer (to prevent the oxidation of Fe) were deposited on 50-nm-thick Si$_3$N$_4$ membranes by thermal evaporation in an ultra-high vacuum molecular beam epitaxy (UHV-MBE) system. The disordered structure of the membranes (nanocrystalline or amorphous) led to a polycrystalline morphology of the metallic Fe/Al films. Air exposure after the deposition oxidized the Al cap layer to a depth of 1.5 to 2 nm. Because the Al layer was 3-nm thick, a closed AlO$_x$ layer was maintained even in the presence of surface roughness, as is likely for a polycrystalline film. The grain size was ~30 nm, which is comparable to the thickness of the iron layer (Fig. 2(a)).

Because oxidation of the iron film could have substantial effects on the intensity ratio of the L$_2$ and L$_3$ edges [26], the film was examined with EELS to probe if any oxidation of the iron occurred before or after the EMCD measurements. This was achieved by taking advantage of the fact that the oxygen K edge can be easily distinguished between aluminum and iron oxides. Nevertheless, no iron oxides were observed within the detection limit of EELS (<1 at %).

The measurements were performed using EELS spectral imaging with an ultra-high voltage scanning transmission electron microscope (UHV-STEM), the JEOL JEM-1000K RS of Nagoya University (Fig. 2(b)). The STEM was operated at 1 MV, and it was equipped with an equivalent Gatan Image Filter (GIF) Quantum specially designed for this accelerating voltage. The sample was heated to 200 °C during the experiment so that measurements were contamination-free. The full width at half maximum (FWHM) of the zero-loss peak (ZLP) was ~2.6 eV because the beam current had been increased to ensure an increase in spectral counts.

A schematic diagram of our experimental setup is presented in Fig. 3. The electron beam was focused to ~5 nm, and the sample was scanned with 15 × 15 pixels with a scan step of 20 nm. This configuration ensured that the electron beam illuminated random grains, typically one or a few grains at each scanned position. The convergence semiangle of the probe was ~1 mrad. EELS spectra were recorded with a dispersion of 0.5 eV/channel, exposure time of 30 s for each spot, and a collection semiangle of ~1 mrad. The detector aperture was placed adjacent to the transmitted beam in the diffraction plane to avoid including the intense transmitted beam. Under these conditions, the Fe-L$_2$ peak intensities ranged between 8,000 and 12,000 counts per spectrum. The same experiment was repeated independently for three different areas.

**Results**

The acquired dataset forms the starting point for our statistical procedure leading to the extraction of the EMCD spectrum. In the measurement, we use an ultra-high-voltage (1 MV) electron beam to significantly reduce the effect of multiple scattering, which could otherwise distort the EMCD signal [18,19,27]. Our theoretical simulations indicate that the net EMCD signal at an accelerating voltage of 1 MV is ~20% larger than that obtained at 200 kV for a specimen thickness between 25 and 40 nm [28], as shown in Fig. 4.

The obtained spectral image data-cubes were
Fig. 3 Schematic drawing of the present experimental setup and the data obtained (ADF: annular dark field, PL: projector lens).

Fig. 4 Calculated net EMCD signal at accelerating voltages of 200 kV and 1 MV on the Fe-L$_3$ peak, with respect to its peak height, for a bcc single crystal Fe. Here, the incident beam is parallel to the <111> and the 110 systematic row is excited. Each solid line corresponds to the case of the center of the Laue circle indicated in the legend, in units of G, where G = (110) is a Bragg reflection defining the systematic row orientation.
first treated by aligning the drifted peak positions and removing X-ray spikes (very bright/dark spots). We then applied the pre-edge background subtraction to extract the Fe-L$_{2,3}$ peaks, after which we applied a low-pass filter with a window width that was variable from 3.5 to 10 eV.

We did not apply the Fourier-ratio deconvolution to remove the plural scattering effect, because the plasmon peak-to-zero loss peak intensity ratio was less than 6%, causing only a negligible difference to the final $m_i/m_s$ ratio within the experimental accuracy [18]. The reduced size of the error, attributed to the multiple scattering, is another advantage of using a megavolt-STEM in addition to the improved strength of the EMCD signal compared with lower acceleration voltages, as more explicitly discussed in [28].

Each measured spectrum was normalized by scaling the post-edge intensity, integrated over the range 740–750 eV, to one. The effect of this normalization on the quantitative analysis was discussed in a previous study [29]. In the first step, we examined the difference spectra for all pairs of the spectra in the dataset. As described above, each spectrum can be considered as consisting of two components, a magnetic one (the EMCD) and a nonmagnetic one. When a spectrum is acquired in a random orientation, the weight of each component is also random; however, once the spectra are background-subtracted and normalized post-edge (where the magnetic component is always zero), the nonmagnetic component will be identical in every spectrum and will therefore be eliminated by taking the difference spectrum.

After pre-processing the 225 measured spectra in each dataset, we calculated a difference spectrum for every pair of spectra present in the dataset, which yielded a total of 25,200 difference spectra per dataset. Each of the difference spectra were subsequently examined for the presence of an EMCD signal using criteria that probe the relative signs of intensity around the L$_1$ and L$_2$ edges:

$$I_{L_3} \Delta \sigma \, dE \cdot I_{L_2} \Delta \sigma \, dE < 0 \quad \text{and} \quad I_{L_3} (\text{at L}_1 \text{ peak}) \cdot I_{L_2} (\text{at L}_1 \text{ peak}) < 0, \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdOTS
conventional statistical signal extraction methods, such as the one based on multivariate curve resolution technique [29], were not efficient. It was rather essential that the data are first sorted so that only the data sets containing significant signal levels are selected on the basis of the selection criteria (Eq. (3)) applied to the difference spectra.

To eliminate the possibility that our procedure might lead to a fake EMCD-like signal profile extracted from a random noisy data array, we performed an equivalent set of measurements on an antiferromagnetic NiO film, from which no EMCD signal was expected because of the cancellation of magnetic signals from symmetrically equivalent atoms with antiparallel moments. The sample was a NiO polycrystalline film (grain size ~ 30 nm, film thickness ~ 30 nm), and the measurements were performed under the same conditions (at 165°C, which is below the Néel temperature) as for the bcc iron film. Subsequently, the same data processing procedure was applied to the Ni L$_{2,3}$ white-line spectra.

The noise level was estimated by taking the square-root of the sum of squares of the difference spectra between the raw and median filtered (averaged over every 10 channels) spectra divided by the number of channels used for the analysis. Then, the SNR was estimated by dividing the intensity at the L$_2$ peak position of the averaged EMCD signal by the noise level. The estimated SNR was 2-3 for bcc iron, whereas it was less than 0.5 for NiO. The averaged signal extracted from the NiO data was

---

**Fig. 5** Representative EMCD spectra measured on a fine-grain polycrystalline Fe film by STEM-EELS at an accelerating voltage of 1 MV, in the case where a 5-eV low-pass filter is applied to the original spectra. (a) EMCD signals extracted during three independent trials, from different areas of the sample. (b) A pair of Fe-L$_{2,3}$ spectra ($\mu^-$ and $\mu^+$) extracted from the dataset and the difference spectrum (EMCD signal) $\Delta\sigma = \mu^--\mu^+$.

---

**Fig. 6** (a) The averaged EMCD signal (red dots) and its cumulative sum (black line), evaluated, in order to apply the sum rule. (b) Plot of $m_L/m_s$ estimated by the sum rule, as a function of the window width of the low-pass filter used for data smoothing.
actually observed to exhibit a bimodal EMCD-like profile; however, the profile significantly varied upon changing the integration width for the first selection criterion. Additionally, the $q$-value from the sum rule was sometimes positive and sometimes negative, without a clear trend with respect to the filter width. The bimodal profile is a result of the selection requirements (Eq. (3)), which extract all EMCD-like difference-spectra naturally occurring in the set of completely random difference-spectra. However, the signal profiles extracted from the iron film exhibited a stable feature. The situation can be best observed from the overlaid typical difference spectra meeting the selection criteria for the two cases, as shown in Fig. 7(a) and (b). For the iron film, one can clearly recognize an approximate EMCD signal profile, whereas for the NiO film, the spectra visually differ only slightly from random noise.

As an additional test of the statistical robustness of the polycrystalline iron EMCD result, in contrast to the averaged NiO signals originating from noise, we varied the $L_{2,3}$ peak energies in the neighborhood of their experimental values in our extraction procedure. At every combination of the $L_{2,3}$ peak energies, an averaged EMCD-like signal was constructed. For every extracted signal, we calculated its norm as a sum of squares within the edge integration intervals. If a true EMCD signal was present in the data, this sum of squares would have a local maximum near the physically correct values of

![Image](image.png)

Fig. 7 (a) Example of the difference spectra for a polycrystalline bcc iron film. Only spectra that met the criteria (Eq. (3)) are shown, after being aligned in sign. (b) Same as (a) but for a polycrystalline NiO film. The arrows indicate the $L_3$ and $L_2$ peak positions of the raw spectra. Note the different scale of the vertical axes relative to the post-edge normalized spectra, considering that all raw spectra were normalized to 1 in the post-edge region. (c) Maps of the norm of the extracted averaged spectrum, as a function of the $L_3$ and $L_2$ edge energies for the polycrystalline bcc iron sample (see Discussion). (d) Same as (c) but for the antiferromagnetic NiO film. The green circles indicate experimental edge energies. Note again the different scale of the norms.
the peak energies.

Fig. 7(c) and (d) present maps of the norms calculated for a median filter of 7 eV and an integration range ±5 eV around the assumed peak energies, with the L₁ energy as its abscissa and the L₂ energy as its ordinate. A green circle denotes the position of the L₁/L₂ peak energies, where the experimental white-line spectra exhibit maximal counts. The striking difference between the two plots clearly demonstrates the validity of our method. The polycrystalline iron data reveal a distinct peak around the expected values of the peak energies, with a maximum within 1 eV of the experimental values. Conversely, the NiO spectra do not exhibit any such feature around the expected peak energies.

Conclusion

In this article we demonstrated a method utilizing UHV-STEM-EELS, that leads to statistically significant EMCD spectra. We emphasize that, even though a 5-nm nanoprobe was used, the spectral differences were computed from the entire data stack, rendering the effectively sampled area to be of the order of 100 nm. This area could be reduced by changing the scanning pattern, provided that sufficiently random orientations were included in each dataset. Consequently, our approach allows quantitative EMCD studies of non-single crystalline samples at the nanoscale, and hence paves the way for a wide range of applications of EMCD experiments in the field of nano-magnetism.
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Photonic Crystal Lasers

Susumu NODA
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In this article, recent progress in broad-area photonic-crystal lasers based on photonic band-edge effect is described. It is shown that unique beam patterns can be generated by designing photonic crystal structures. Moreover, it is demonstrated that watt-class high-power, high-beam-quality, surface-emitting, lasing oscillation has been successfully achieved. These results represent an important milestone for innovation in the field of lasers because it provides a route towards overcoming limitations in applications that suffer from low beam quality, which opens the door to a wide range of applications in material processing, laser medicine, nonlinear optics, sensing and so on.

Introduction

It is well known that semiconductor distributed feedback lasers possess a one-dimensional lattice, and that the forward-propagating wave undergoes Bragg reflection due to this grating, being diffracted to the opposite direction. The resulting forward and backward-propagating waves couple with each other to generate a standing wave, forming a cavity. This is equivalent to the fact that in a one-dimensional photonic crystal the cavity loss is smallest at the band edges, which are at both ends of the photonic bandgap, giving rise to a state that causes oscillation. When this idea is extended to photonic crystals with two-dimensional periodicity, one can make use of the coupling of optical waves due to Bragg reflection within the two-dimensional plane in order to form a standing wave state that covers the entire surface of the plane [1,2]. As a result, it becomes possible to obtain an oscillation mode with an electromagnetic field distribution that is perfectly defined at each lattice point in the two-dimensional crystal. The optical output can be diffracted in the direction perpendicular to the plane of the crystal, thus realizing a surface-emitting characteristic. Two-dimensional photonic crystals hence enable the construction of surface-emitting lasers in which not only the longitudinal mode of lasing is defined, but also the beam pattern, usually referred to as the transverse mode. Furthermore, it becomes possible to realize a novel laser that oscillates in a single longitudinal and transverse mode, no matter how large the surface area is, which surpasses a conventional concept in the field of laser research.

The first semiconductor laser to be based on this principle was realized in 1999 [1]. Since then, in addition to the demonstration of room-temperature continuous lasing, it has been shown that two-dimensional photonic crystals can generate beams with controlled polarization and patterns; for example, a doughnut-shaped beam can be formed, which is expected to be focusable to sizes smaller than the wavelength [2-6]. The other notable recent developments using this principle are the realization of a current-injection-type blue-violet surface-emitting operation and electronically beam-steering operation [7, 8]. We discuss the current state of the art in the following sections.

Basic Device Structure and Operation Principle

Figure 1 shows an example of a laser based on the two-dimensional photonic crystal band-edge effect. This laser consists of two wafers, A and B: wafer A includes an active layer for the injection of electrons and holes, and a photonic crystal as the upper-most layer. The integration of wafers A and B results in the photonic crystal being sandwiched to complete the device. As shown in the insert of Fig. 1, this photonic crystal has a square lattice structure and is designed such that the periodicity in the Γ-X direction matches the emission wavelength in the active layer. In this design, light propagating in a certain Γ-X direction is Bragg diffracted to the opposite (-180°) direction, as well as to the -90° and 90° directions; the four equivalent light waves propagating in the Γ-X direction then couple to form a two-dimensional cavity. More precisely, higher-order Bloch waves in addition to these fundamental four waves are involved for the construction of two-dimensional cavity mode (see Fig. 2(a)). Figure 2(b) shows the photonic band structure of this cavity. The lasing mode occurs at the band edges indicated by the red dots at the Γ-points of the four bands, A, B, C and
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D. Detailed analysis [9] indicates that either of band edges in bands A and B yields the highest Q factor, and that lasing oscillation most readily occurs there. The output beam can be coupled out to the direction normal to the photonic crystal surface.

Broad Area Coherent Oscillation and Beam Pattern Control

To construct the device shown in Fig.1, the photonic crystal was fabricated by electron beam lithography and dry etching technique and embedded in the device by a wafer bonding technique. The device successfully oscillated coherently in the broad area as shown in Fig. 3. It is apparent that a single-wavelength operation was achieved across the device despite the large lasing area of 150 × 150 µm.

Such an ability to realize broad-area coherent oscillation enables us to produce very unique beam patterns, which cannot be realized by conventional semiconductor lasers. Because the pattern of the surface-emitted beam from a photonic crystal laser can be determined by the Fourier transformation of its two-dimensional electromagnetic distribution, the beam pattern can be tailored by varying the electromagnetic distribution in the two-dimensional plane, that is, by changing the coupling state of the light that propagates in various directions in the two-dimensional plane. One effective method of achieving this is to vary the shapes and spacing of the lattice points in the photonic crystal. Figure 4(a) and (b) show the electromagnetic field distribution in the unit lattice of a crystal when the holes placed at the lattice points are circles and equilateral triangles, respectively. Changing the shape of the holes from circular to triangular removes the four-fold rotational symmetry in the electromagnetic field distribution; there is no symmetry in the x-direction for triangular holes. Figure 4(c) – (g) show the electromagnetic field distributions over the entire crystal in cases where shifts of the lattice points were introduced in order to increase the lattice spacing in either the longitudinal or transverse directions. Figure 4(c) represents the case with no shift, whereas Fig. 4(d) – (g) represent increasing numbers of shifts. It is apparent that shifting the lattice spacing reverses the polarity of the electromagnetic field distribution at the position

---

**Figure 1** Schematic of an example of a laser based on the two-dimensional photonic crystal band-edge effect. The inset shows the photonic crystal with a square lattice structure.

**Figure 2** (a) Bloch waves which construct a two-dimensional cavity mode, and (b) photonic band structure.
Fig. 3 Near-field pattern with lasing spectra at various points of the device.

Fig. 4 Electromagnetic field distribution in various photonic crystal lasers. Black arrows represent the electric field, and shading indicates the magnetic field in the direction perpendicular to the paper. Field distributions around the lattice points are shown for (a) circular lattice points and (b) triangular lattice points. Field distributions over the entire crystal are shown for circular lattice points with (c) no phase shift, (d) one phase shift in the x-direction, (e) two phase shifts in the x-direction, (f) one phase shift in both directions, and (g) two phase shifts in both directions. The phase in each region was shifted by $\pi$ across the boundary where the phase shift was introduced.
of the shift. Further increasing the number of shifts repeats the reversal of the electromagnetic field. It is clear that the electromagnetic field distribution in the plane can be controlled in various ways by appropriate design of the photonic crystal.

We fabricated devices with various different photonic crystal structures, as shown in Fig. 5(a)–5(f). All of these devices exhibited lasing oscillation at room temperature with a stable single mode. The right-hand panels of Fig. 5(a)–9(f) show the corresponding measured beam patterns. An interesting array of patterns was obtained ranging from a single doughnut shape to twofold doughnut, fourfold doughnut, and regular circular shapes. The beam divergence was extremely narrow, reflecting the fact that these are large area coherent laser oscillations. The device in Fig. 5(a) has regular circular holes, and the corresponding electromagnetic field distribution exhibits well-defined rotational symmetry as shown in Fig. 4(a). When the laser light corresponding to this electromagnetic field distribution is output to free space, the electromagnetic field at the center of the beam cancels out to yield a doughnut-shaped beam. On the other hand, triangular lattice holes (Fig. 5(f)) remove the rotational symmetry of the electromagnetic field distribution, as shown in Fig. 4(b). The cancellation effect at the center of the beam in Fig. 4(a) is also lost, yielding a clean circular pattern. In this case, the polarization is also different, being linear. Introducing such a nonsymmetrical effect is a key factor in achieving high optical output power by enabling a greater optical extraction efficiency in the perpendicular direction as described in the next section. Note that in the next section, a significantly asymmetric structure in the form of right-isosceles-triangle-shaped air holes was employed for much higher power operation.

**Watt-class high-power, high-beam-quality photonic-crystal lasers**

In the previous section, the photonic crystal was embedded in the device by a wafer-bonding technique, where bonded interface may contain many defect states which absorb the lasing light and make it difficult to realize high power operation. To avoid such degradation of performance, we changed the method to introduce the photonic crystal into the device from a wafer bonding to a crystal growth technique such as organometallic vapor phase epitaxy (OMVPE) [10,11], and found that the air holes of photonic crystal can be retained even by the crystal growth technique. **Figure 6 (a)** shows the schematic of the device fabricated by two-step OMVPE. Note that the growth direction was downward. Figure 6 (b) shows a plan-view scanning electron microscope (SEM) image of the photonic crystal with right-isosceles-triangle-shaped air holes before the crystal growth. A typical cross-sectional SEM image of a row of air holes embedded by OMVPE is shown in Fig. 6(c). It is clearly seen that the air holes were successfully embedded in the device, where the air holes become narrower towards the lower side of the device, whereas the upper parts of the air holes maintain an almost uniform shape with vertical side walls.

I then describe the lasing characteristics of the

---

**Fig. 5** Electron micrographs (left-hand panels) and obtained beam patterns (right-hand panels) of fabricated photonic crystals used to construct lasers. Photonic crystals with circular lattice points are shown with (a) no shift of the lattice period, (b) one lattice shift in one direction, (c) two lattice shifts in one direction, (d) one lattice shift in both directions, and (e) two lattice shifts in both directions. (f) Triangular lattice points with no phase shift.
fabricated device [12] under the room-temperature (RT) continuous-wave (CW) condition. The corresponding experimental results are shown in Fig. 7(a) – (c). A maximum CW output power of 1.5 W at 2.5 A was achieved with a narrow, single-lobed beam of low divergence. When the output power was less than 0.5 W, the beam quality was quantitatively evaluated by measuring the value of $M^2$. For an ideal Gaussian beam, $M^2$ is known to be unity, but it increases when the beam quality is degraded due to the transverse multimode. Measurements of $M^2$ were performed under room-temperature CW conditions, and we found that $M^2$ was kept almost at ~1.0 in both the x- and y-directions up to a power up to 0.5 W, indicating that a fundamental single transverse mode is maintained. Note that the beam divergence angle was less than 3° even at 1.5 W power level.

Lasers with such a narrow beam divergence should enable unique applications that do not require any lens. We examined the direct irradiation of a sheet of paper placed 8.5 cm from the PCSEL to demonstrate such lens-free potential under CW operation at 25 °C. The light output was set to 0.86 W at a current of 1.7 A. The paper was burnt, forming a small hole immediately after radiation, as shown in Fig. 8. Although this is just a simple demonstration, it shows the potential of lens-free applications.

**Conclusion (or Summary)**

I have described the current status and recent developments in the field of photonic-crystal lasers. It has been shown that the band-edge effect of two-dimensional photonic crystals enables large-area single longitudinal and transverse mode lasing oscillation, as well as complete control over the beam patterns obtained. It has also been described that a device with an output power exceeding 1.5 watt under CW condition at RT. Our work represents an important milestone for innovation in the field of lasers because it provides a route towards overcoming limitations in applications that suffer from low beam quality, which opens the door to a wide range of applications in material processing, laser medicine, nonlinear optics, sensing and so on.
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Fig. 7 Lasing characteristics of the device fabricated by two-step OMVPE. (a) I-L characteristics, (b) lasing spectra, and (c) far-field patterns at various current injection levels.

Fig. 8 Photograph taken immediately after direct radiation of the laser on a sheet of black paper placed 8.5 cm from the device.
Electron Microprobe Study of the Yinxu (Anyang) Bronze of Academia Sinica Collection

Yoshiyuki Iizuka¹ and Junko Uchida²

¹Institute of Earth Sciences, and ²Institute of History and Philology, Academia Sinica

To understand bronze casting technology in ancient China, a series of electron microprobe study has been carried out on bronze objects from the Yinxu (Anyang) in the Academia Sinica collection. Because oxidation parts of bronzes do not preserve the original structures and chemical compositions, non damaged bronze's interior in polished cross-sections were carefully selected, and then their micro-structure and chemical compositions were investigated. Observed metallurgical structures of bronze are divided in two types; dendrite and granular (annealed) structures. Although the granular structured bronze is not common, it suggests that the heat treatment technique has already been applied in the Yinxu Period. Oxygen was also measured to confirm its condition of the oxidation by EPMA, and 73 samples of arms and vessels were discriminated as well-preserved samples. Most of the Yinxu bronzes are tin (Sn)-bronze with a little amount of lead (Pb). An overall result indicates that the bulk Cu/(Cu+Sn) ratios of the bronzes range from 0.79 to 0.89, and chemical compositions are rather different in type of usages. It indicates that the chemical compositions (mixture ratios of Cu:Sn) of the bronzes were already intentionally controlled for their usages in the Yinxu Period.

Introduction

Institute of History and Philology, Academia Sinica, which was established in 1928 for modern archaeological studies, performed excavation works for 15 times in Yinxu (殷墟) of Anyang, Henan Province, the Central Plain in China. Excavation programs were suspended in 1937 due to chaotic situations. The most of excavated materials were transferred, and a large quantity of bronze objects from Yinxu has been stored in the Institute since 1949, now at Taipei.

Yinxu is the place where the oracle bone scripts were discovered and is thought to be an ancient capital in the Late Shang Dynasty (ca. 14c.BC-11c.BC), in the Bronze Age of China. The Yinxu bronzes of the Academia Sinica collection were excavated from aristocratic tombs in the Xiaotun palace area, and royal tombs in the Xibeigang area and the collection contains all kinds of bronze objects from all phases of time sequences through the Yinxu Period. Although the collection is one of the most precious and variable for study of the Bronze culture, only little amount of bronze was studied by scientific approaches. To understand technological innovation of bronze casting in the East Asia, the Yinxu’s materials are extremely important because it used to be the center of bronze manufacture at early Bronze Age in the East Asia. Information from the Yinxu bronzes and further comparison study of other ages, areas and technology would indicate evolution of the Bronze culture. Since 2007, the authors have launched a series of investigation of the Yinxu bronze collection using electron microprobe techniques to reveal bronze casting technology in Anyang of the Shang Dynasty. Here we report on analytical methods of ancient bronze and implications of bronze culture in the Shang Dynasty.

Ancient bronzes and sample preparations

The bronze, the first alloy of human kind, is composed of two metallic elements of copper (Cu) and tin (Sn). Bronze object was manufactured by pouring molten alloy into a mold. Melting points of Cu and Sn are approx. 1085°C and 232°C, respectively, and melting points decrease with increasing of Sn content in bronze. Figure 1a shows the phase diagram of Cu-Sn (tin-bronze) system. Of molten bronze within 90-80 wt.% of Cu (10-20 wt.% of Sn), the primary solid phase of bronze is α-phase when it reached the liquidus temperature. The α-phase generates segregation-solidification (dendrite: Fig. 1b-d) during temperature falling and then secondary δ-phase appears in cooling rate of normal casting. In normal casting, crystallization of Sn-enriched phases, ε and η, does not occur because temperature falls too low to react. In other words, only
dendrite $\alpha$-phase and $\alpha+\delta$ eutectic phases are observed normally in ancient bronze's interiors as reported by Gettens[1] and Wan[2], and any phase contain less than 77 wt.% of Cu (>33 wt. % of Sn) does not exist in normal casting bronze.

It is well known that a green patina forms on bronze surface for long time of burial. The patina is composed of copper-, tin- and lead oxides and their carbonates. Without exception, the surface of ancient bronzes was oxidized. Although various analytical approaches have been applied for study of bronze chemistry such as X-ray fluorescence (XRF), X-ray EDS and chemical dissolution method on the surfaces, only surface analysis is impossible to investigate its original chemistry and casting technology.

The Yinxu collection contains a large quantity (probably more than 20,000) of bronze fragments but many are not able to apply for conservation work. It is, however, still valuable and is able to choose some appropriate samples to investigate metallurgical microstructure and chemistry from cross-sections. The studied samples were selected from entire phases of the Yinxu Period (Middle Shang to Late Shang) and various usages. At least in the Han Dynasty, six kinds of usages are recognized in bronze objects, namely vessels, instruments, arms, tools, ornaments and chariot items. To understand their chemical character of the Yinxu bronzes, ritual vessels (Jue, Ding, Zun, Gu, Pou, and Hu), arms (helmets, daggers, knives, arrow- and spear-heads) and chariot ornaments were selected for this study. Excavated helmets were only from HPKM1004 tomb in the Yinxu.

**Analytical procedure of the Yinxu bronzes**

**Sample preparation**

To observe a cross section of bronze object, the selected fragments were sliced out a small piece (less than a few cm in size with few mm in thickness) by a
micro-diamond saw. To avoid thermal and mechanical damages for metallurgical structure, slow rotation speed of the diamond saw was operated in 100 r.p.m. with distilled water for cooling during the cutting. Cleaned samples by ethanol were mounted in a cold-mounting (room temperature cured for eight hours) epoxy resin with 1-inch diameter mold and exposed surfaces were polished with diamond paste, and then finished by colloidal silica solution.

**SEM**

Polished cross section was initially observed by an optical microscope with the reflecting light. Then Scanning Electron Microscopes (JEOL W-SEM JSM-6360LV and FE-SEM JSM-7100F) were used to observe metallurgical structure by back-scattered electron images, which represent mean atomic abundance by contrast in black and white images. Semi-quantitative analyses were conducted by an energy dispersive spectrometer (Oxford Instruments Ltd) used under the beam conditions of 15 kilo Volt (kV), and 0.1 nano Ampere (nA) for the acceleration voltage and beam current, respectively, in the vacuum condition of 25 Pa (Pascal). Bulk chemical compositions were determined by mean value of 10 to 20-areas of 120 μm × 90 μm (1000 times in the magnification of SEM image). X-ray counting time was for 100 seconds. The quantitative data were corrected by ZAF method with chemical-known pure metals and synthetic alloys for Cu (copper metal), Sn (tin metal), Sb (antimony metal), Ag (silver metal), As (gallium arsenide: GaAs), Zn (zinc metal), Pb (crocoite: PbCrO₄), Bi (bismuth metal), Fe-Co-Ni (NBS8868 metal standard) and S (pyrite: FeS₂).

**EPMA**

In the X-ray energy dispersive analysis on bronze, tin (Sn- L lines) is interference element for oxygen (O-ka) analysis. Then, quantitative chemical analysis of copper, tin, lead and oxygen was made by EPMA’s (JEOL W-EPMA JXA-8900R and FE-EPMA JXA-8500F) which equipped wave-length dispersive spectrometers (WDS). Operated beam conditions were 20 kV, 10 nA, and 5 μm de-focused beam for the acceleration voltage, beam current and beam size, respectively. The measured X-ray intensities were corrected by metal PRZ method using the standard calibration of chemical-known standard metals and oxides with the following diffraction crystals: copper metal for Cu-Kα with LiF crystal, tin-metal for Sn-La with PETH crystal, crocoite (PbCrO₄) for Pb-Mβ with PETH crystal and tin-oxide (SnO₂) for O-ka with LDEIH crystal. X-ray peaks are their both upper and lower baseline X-rays which are counted for 20 and 10 s, respectively. To obtain bulk chemistry from each sample, analyzed points were randomly selected 100 to 125 points at 50 μm intervals with X-Y directions by the mapping point table conversion. Both secondary- and back-scattered electron images were used to avoid damaged and weathered areas. Then the bulk chemistry, especially bulk Cu/(Cu+Sn) ratios (Cu#), were calculated as mean values. Chemical distribution (mapping) analysis of Cu, Sn, Pb, O and some others (As and Sb) was also performed by FE-EPMA at the condition of 20 kV and 30 nA for the acceleration voltage and beam current, respectively.

**Results**

**Metallurgical structure of the bronze’s interior**

The thickness of studied Yinxu bronzes is mostly 2 to 3 mm. Many of bronzes were seriously oxidized not only at their surfaces but also in their interiors occasionally. Such samples were not appropriate to investigate their metallurgical structure. We attempted near 200 bronze fragments, but 95 samples were able to study their cross sections.

Figure 1 (b-e) shows a representative dendrite structure in the Yinxu bronze object (helmet F1 from HPKM1004) with back-scattered electron micrograph and its chemical distributions of Cu, Sn and Pb. Lead (Pb) is segregated from the bronze phases which are composed of α phase, the primary crystal phase, and α+δ eutectic phases. Pb is a fusing agent and is conducting melting point to be lowered. Pb was in molten bronze at the high temperature, but is not distributed in solid bronze.

The bronze micro-structures are divided into two types, such as dendrite and granular structures (Fig. 2). The dendrite is substantially present but granular structure is observed only 5 cases so far. For structure comparison, we study experimental bronze objects simultaneously. The dendrite is observed in normal casting bronzes, whereas granular or chemical homogeneity structure is obtained from experimental products after thermal treatment such as annealing or tempering. The results indicate that at least a kind of thermal treatment method has already applied in the Yinxu Period of the Shang Dynasty, it is very uncommon though.

**Chemical composition of the Yinxu bronzes**

Accuracy of bulk Cu/(Cu+Sn) ratios (Cu#) of bronzes was confirmed by chemical known bronze alloys. Figure 3 shows performed results by 4-type of analysis methods. Some standards were leaded bronzes (3 to 10 wt.% in original weights). Lead (Pb) is fusing agent and behaves as volatile gas during the experiments. Thus Pb contents were expected to be decrease from the originals. However, the Cu# in the leaded bronzes were well maintained. Over all results are acceptable within 0.02 in the Cu#[3].

Figure 4 shows Pb content with the Cu# of the studied 95 bronzes by the usages. The most of bronzes are ranging between 0.77 and 0.89 in the Cu#, and do not contain much Pb (less than 2 wt.%). The bronzes, contained more than 0.9 in Cu#, are four (4) arsenic (As) bronzes (Fig. 5a), one (1) antimony (Sb) bronze from the arms (Fig. 5b), and Pb-bronze (2-ornaments: R014314 and R007306) which show less Sn were identified. Excluding such bronzes (> 0.9 in Cu#), the most of studied Yinxu bronzes are shown less-content of Pb and more than 75% of the studied bronzes are shown less than 2 wt.% in Pb. The mean value of the Cu# and Pb of helmets from the HPKM1004 are 0.838 and 1.56 wt.%, respectively, in the studied 30
Fig. 2 Representative metallurgical structure of bronzes objects from Yinxu (left) and experimental products (right). Dendrite structure and chemical heterogeneities of Cu (tops) and Sn (middles) are observed from a Yinxu bronze object (helmet: HPKM1004 F1) and normal casting experiment (JY-4: Cu:Sn:Pb = 80:15:5, the Cu# = 0.158), on the other hand, granular structure and chemical homogeneity are observed from the interiors of dagger (R002117) and run product after tempering (JY6T: Cu:Sn:Pb = 80:15:5, the Cu# = 0.158; heat-treatment experiment: kept at 600 °C for 24 hrs and then processed a slow-cooling). BEI: back-scattered electron micrographs. Colder (blue) and warmer (red) colors indicate lower and higher concentration of each element, respectively. Scale bars: 50 μm.

Fig. 3 Analytical results of chemical-known bronze standard materials. X- and Y- axes represent weighing and measurement ratios of bulk Cu/ (Cu+Sn). W-SEM: JEOL JSM-6360LV with Oxford Si[Li] EDS; FE-SEM: JEOL JSM-7100F with Oxford SDD-EDS; W-EPMA: JEOL JXA-8900R; FE-EPMA: JEOL JXA-8500F.

Fig. 4 Distributions of Pb contents with the bulk Cu/(Cu+Sn) ratios of studied Yinxu bronze objects shown by the usages. Diamonds: helmets from only the HPKM1004; circles: weapons: four (4) of them are identified as As-bronzes and one is As-Sb bronze (R006817); squares: decorations such chariot ornaments (3 of them are high-Cu bronzes); triangles: pots and cups with fine relieves on the surface. N: numbers of studied samples by SEM-EDS.
samples. On the other hand, the #Cu of the ritual vessels ranges 0.78-0.88 which is relatively lower Cu (or higher Sn) range. Most of the vessels contain some amounts of Pb (up to 7 wt.%). In the ornamentals, Cu# ranges widely from 0.77 to 0.98. A sample which highly decorated with inlaid of turquoise (R017653) shows the highest Pb content (10.5 wt.%) in this series of analysis.

In the chariot items, sample R006919 contains rather high Pb as 4.8 wt.%, and the #Cu is similar to the other ritual vessels as 0.814. On the other hand, so called a bow-shaped ornament (R001768), contains less Pb (0.3 wt.%), and the #Cu is only 0.766. It is so far the lowest value of #Cu and differs from the ratio of other arms. This is thought to be a kind of arms, but its chemical composition indicates different concern to categorize the objects. Cavities or void spaces were well observed in the interior of high-Pb bronzes generally. Less cavities are observed in the interior of low-Pb bronzes. It seems that condition of preservation is relatively better in lower Pb bronzes.

**EPMA results with Oxygen analysis**

Presence of oxygen in bronzes’ interior indicates condition of preservation. Thus inspection of oxygen is useful to discriminate their original chemistry for further discussion. Figure 6 shows representative results of mapping analysis on two samples, an oxidized and a well-preserved bronze helmet of helmets, from the HPKM1004. It is obviously impossible to indicate their state of the oxidation from the back-scattered images (BEI) on both sections because the dendrites were clearly identified. However, oxygen mappings demonstrate the micro-dendrite structure was oxidized in the helmet-07. Quantitative spot analysis results are shown in Fig. 7. Oxidized helmets (Hel-06 and -07) shows scattered O range up to 25 wt.% and the Cu/(Cu+Sn) ratios from 1.0 to 0.3 which are inconsistent with normal casting bronze, whereas well-preserved helmets (Hel-05 and -08) does not contain O and all Cu# range are consistent with α-phase and α+β eutectic phase (from 94 to 72 wt.% of Cu: see Fig. 1a). The results indicate that oxidation process vary its Cu# from the original.

In the EPMA overall results, 73 bronze objects were confirmed as well-preserved samples and keep reliable chemistry to discuss its original bulk Cu:Sn ratios. **Figure 8** shows distributions of the Cu# (bulk Cu/[Cu+Sn] ratio) by usages. Each Cu# was calculated by 100-225 spots analysis by EPMA.

The helmets from the HPKM1004 (grey) are ranging between 0.80 and 0.89, and most of the helmets are between 0.83 and 0.86, and mean value is 0.843 in the Cu#. The arms (green) are also wide in range from 0.82 to 0.89 in the Cu#. The data contains various types of arms though. On the other hand, the Cu# of the ritual vessels (red) are ranging from 0.80 to 0.86. Differences in the bronze chemistry seem not clear in the variation of the time sequence through the Yinju Period.

**Discussion**

It is well studied about physical properties of Cu-Sn alloy in the modern metallurgy that the color, the Brinell hardness, the tensile strength, and the elongation of bronze vary with ratios of Cu:Sn (Fig. 9). In general, bronze is getting harder with increasing of Sn content from 15 wt.% but it is getting brittle because the tensile strength and the elongation are significantly decreasing with Sn content more than 20 wt.%. It seems that bronze gains most toughness around 85-80 wt.% of Cu (15-20 wt.% Sn). Estimated viscosity of molten bronze is also shown in Fig. 9 that viscosity is decreasing with increasing of Sn content[4].

So far we obtained 73 bronze chemistries and 46 data of them were helmets from the HPKM1004. As shown in Fig. 8, the #Cu of helmets shows relatively
uniformed and most of helmets distribute between 0.83 and 0.86, and mean value is 0.843. Their Cu ratios seem comparable to high toughness range of bronze. On the other hand, the Cu# range of the ritual vessels is slightly Sn-enriched and Pb as well (see Fig. 4). The vessels are usually decorated with fine relieves on the surface. These phenomena indicate that the Sn and Pb were added intentionally in order to increase the viscosity of molten bronze for casting, which might be easy to pour into fine decoration molds. Various kinds of arms were studied but some of arms seem ritual objects with surface decoration instead of real weapons. It might be the reason that the Cu# of arms distributes in wider range from 0.82 to 0.89. From these circumstances, it is likely that craftsmen already understood characters of bronze at the time.

In the ancient Chinese classic of the Zhou Dynasty of Rites of Zhou <周礼考工记 Zhou Li Kao Gong Ji>, the Six Formula of mixture ratios <金有六齐 Liu Qi> were standardized for different usages of bronze. It has debated that description was in the 4th to the 3rd Century BC on the basis of the knowledge of the 9th to the 7th Century BC which is represented of the period of Zhou Dynasty. According to the description, it is thought that difference of the bronze alloy components (ratios of Cu:Sn) might be controlled since long time ago in China. However it has not been confirmed with chemical compositions of ancient bronzes.

**Fig. 6** Back-scattered electron micrographs (BEI) and elemental distribution maps of copper (Cu), tin (Sn) and oxygen (O). An oxidized- (upper: helmet-07: thickness 3 mm) and a well-preserved (bottom: helmet-08: thickness 1mm) bronzes from the HPKM1004. X-ray intensities were counted for 0.04 sec and 0.025 sec at intervals of 2 μm and 0.5 μm with the X-Y stage driving in wide (sections) and small (250 × 250 μm) area maps, respectively.

**Fig. 7** Representative results of oxygen contents with the Cu/(Cu+Sn) ratios from the interiors of the bronze helmets from the HPKM1004 by EPMA spot (quantitative) analysis. Diamonds: oxidized bronzes (Helmets-06 and -07). Triangles: well-preserved bronzes (helmets-05 and -08). n: numbers of analytical spots.
Wan[2] proposed 2-ways interpretation of the Six Formula based on weighing ratios, shown as cases -A and -B in Table 1. Because a term of copper was not present at the time, the ancient sentences in the Six formula were described bronze mixture ratios with “Metal” and “Tin”. He assumed “metal” in case of bronze (case-A) and copper (case-B) and estimated the six mixture ratios in weight in the Cu# from 83.3 to 50 wt.% in case-A, and from 85.7 to 66.7 wt.% in case-B.

In modern metallurgy, it is well known that bronze which contained less than 66.7 wt.% of Cu (more than 33.3 wt.% of Sn) is unable to cast. In the metallurgical point of view, a bronze which is composed of only δ phase (68.2-66.8 wt.% of Cu) is also not exist. The world most highest Sn (lowest Cu) bronze object has been recorded as 32.6 wt.% of Sn (67.4 wt.% of Cu) from Kerala, South India[5]. As shown in the results, most of the Yinxu bronzes are constructed by α and α+δ phases. The lowest Cu# is 0.783. On the other hand, the highest Cu# of 83.3 and 85.7 wt.% in case -A and -B, respectively. However there are not reliable because the well-preserved bronzes are dispersed up to the range of 0.89 in the Cu#. Therefore it is suggested that Wan's 2-hypotheses are inconsistent in reality.

Hori[6] investigated the ancient balance-weights from the Ancient Central Asia and it was confirmed that the Central Asian weight system was established around 4000BC and is the oldest in the world. On the other hand, Chinese weight system might be established in later than 1000BC which might be comparable to Post-Shang Dynasty. Qiu et al. [7] interpreted ancient Chinese articles that volume unit by the decimal system was already established in the Pre-Qin Period (by 221BC). They also pointed out in historical point of view that the appearance of the weight unit is later than the establishment of units of length and volume. Two Pb ingots were excavated from the Xiaotun E-16 pit at Yinxu [8] but any weighing and balance-weights tool were not discovered yet from Anyang. It is supposed that, therefore, weighing system was not established yet in the Yinxu Period.

Volumetric system is another measurement way. The density of Cu and Sn (β-Sn) are 8.94 and 7.365 (g/cm³) respectively. Thus the mass (or weight) of Cu and Sn are different in even the same volume.

![Fig.8 Distributions of the bulk Cu/(Cu+Sn) ratios by usages. Grey: helmets from only the HPKM1004; green: arms include daggers, knives, arrow- and spear-heads); red: vessels. av.: average in the bulk Cu/(Cu+Sn) ratios in weight. N: numbers of studied samples by EPMA.](image1)

![Fig.9 Physical properties of bronze as functions of chemistry. σ: tensile strength [2]; δ: elongation; H_v: hardness (Brinel Number) [10], and V: estimated viscosity of molten bronze at temperature of 1470K[4].](image2)

<table>
<thead>
<tr>
<th>Type</th>
<th>&lt;Metal&gt;</th>
<th>Tin</th>
<th>Weight ratios</th>
<th>Volumetric ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horse</td>
<td>6</td>
<td>1</td>
<td>[金 Metal] as Bronze</td>
<td>[金 Metal] as Copper</td>
</tr>
<tr>
<td>Case-A (Wan)</td>
<td>83.3</td>
<td></td>
<td>Case-B (Wan [2])</td>
<td>Case-C (this study)</td>
</tr>
<tr>
<td>[&lt;Bronze&gt;Sn]</td>
<td></td>
<td></td>
<td>Cu/(Cu+Sn), wt.%</td>
<td>Cu/(Cu+Sn), wt.%</td>
</tr>
<tr>
<td>IV</td>
<td>5</td>
<td>1</td>
<td>80.0</td>
<td>83.3</td>
</tr>
<tr>
<td>V</td>
<td>3</td>
<td>1</td>
<td>75.0</td>
<td>80.0</td>
</tr>
<tr>
<td>VI</td>
<td>5</td>
<td>2</td>
<td>66.7</td>
<td>75.0</td>
</tr>
<tr>
<td>VII</td>
<td>2</td>
<td>1</td>
<td>50.0</td>
<td>66.7</td>
</tr>
</tbody>
</table>

Table 1 Suggesting Cu/Sn ratios from hypothetical interpretations for the Six Formula of bronze casting.
Assuming that mixture ratios of the Six Formula are based on the volumetric ratios, their weight ratios are suggested from 88 to 71 wt. % within few % steps in the Cu#. (case-C in Table 1). From the analytical results, the #Cu of helmets from the HPKM1004 are relatively uniformed within 3 wt.% and these ranges are also reflected to the physical property of bronze. Further the suggested range of the Cu# from 88 to 71 wt.% of Cu might be reliable for casting. Thus it is likely that volumetric hypothesis is probable.

In types I and III of the Six Formula instruct the ratio for Bells & Cauldrons (Cu6:Sn1=88 wt.% of Cu), and daggers (Cu4:Sn1=83 wt.% of Cu), respectively, which are represented vessels and arms. Thus it indicates that the vessels are enriched in Cu than the arms, however, the analytical results showed contradiction that the arms are enriched in Cu than the vessels. It is also inconsistent with physical property of bronze.

Conclusion

We attempted near 200 bronze objects from the Yinu (Anyang) in the Academia Sinica collection to investigate their metallurgical structure and chemistry. Most of the Yinu bronzes are tin (Sn)-bronze with a little amount of lead (Pb). Bulk Cu/(Cu+Sn) ratios (Cu# in weight) of each bronze fragment were calculated by average of 100 to 225 EPMA quantitative (spots) analysis with oxygen and lead, followed by semi-quantitative analysis by SEM-EDS. The Cu# from non-oxidized interior represents its original Cu#, whereas the ratios could significantly be shifted after oxidation. We confirmed that 73 samples of arms (helmets, daggers, arrows, and spear-heads) and vessels were well preserved. An overall result indicates that the original Cu# ranges from 0.79 to 0.89. No variation is verified in time sequence during the Yinu Period. By the usages, the Cu# of helmets are between 0.84 and 0.89, and 0.845 in average, and it is relatively uniformed when compared with other various usages. The most of helmets do not contain much Pb (< 2 wt. %), and less cavities are observed in the interior. Physical property of bronze is varied by their Cu#, and helmet chemistries are fit its toughness chemical range. The vessels show relatively lower in Cu# (high-Sn bronze) and contain some amount of Pb (up to 5-6 wt. %). In the contrast with the helmets, the vessels are usually decorated with fine relieves on the surface. Since lower Cu# (or higher Sn content) and addition of Pb reduce viscosity of molten bronze, it might be easy to cast with fine decoration molds. It is suggested from the results of chemical analysis that the Cu# of bronzes was intentionally controlled by purpose of usages within few % in the Yinu Period. Based on this series study of the Yinu bronzes, we proposed a hypothetical interpretation of the Six Formula by volumetric ratios might be probable, instead of the weight-base interpretation. However, the Cu# of the Yinu bronzes are inconsistent with the ratios which were described in the ancient Chinese classic.
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Elucidation of Deterioration Mechanism for Organic Solar Cells
– Toward Highly Efficient Solar Cells –

Kazuhiro Marumoto
University of Tsukuba

We report on an electron spin resonance (ESR) study of polymer solar cells to investigate accumulated charge carriers in these devices under device operation from a microscopic viewpoint. Light-induced ESR (LESR) signals and device characteristics were simultaneously measured using the same device under simulated solar irradiation. From the ESR analysis, the molecules where photogenerated hole carriers were accumulated are clearly identified as poly(3-hexylthiophene) (P3HT). Moreover, the simultaneous measurements of ESR and device characteristics demonstrate a clear correlation between the increased LESR intensity and deteriorated device performance. The ESR study reveals that the deep trapping sites for photogenerated hole carriers are located at interfaces between a hole buffer layer poly(3,4-ethylenedioxythiophene):poly(4-styrenesulfonate) (PEDOT:PSS) and an active layer P3HT:[6,6]-phenyl C_{61}-butyric acid methyl ester (PCBM), which can be ascribed as the main mechanism for the reversible deterioration of the device performance of polymer solar cells.

Introduction

Organic thin-film solar cells are a promising alternative source of electrical energy because of their printable and flexible device structure, light weight, and low-cost production.[1-3] Solar cells have been investigated using a variety of methods with the aim of improving their performance.[4-10] There has been a significant amount of interest in the high power conversion efficiency (PCE) of more than 10% that was recently obtained in organic thin-film solar cells due to their potential practical applications.[11,12] In addition to device performance, the durability of solar cells is an important problem for the practical use of solar cells. For durability studies, degradation of solar cells due to intrinsic factors such as oxygen and water has been reported, where materials and device structures were irreversibly degraded.[13-15] Moreover, in addition to the irreversible degradation, the reversible initial deterioration of device performance without material degradation has been reported for a polymer solar cell using methods that employ thermal stimulated current (TSC) and current density (J)-voltage (V) measurements.[16,17] The studied polymer solar cell was a bulk-heterojunction (BHJ) thin-film solar cell with blend films of a conducting polymer regioregular poly(3-hexylthiophene) (P3HT) and a soluble fullerene [6,6]-phenyl C_{61}-butyric acid methyl ester (PCBM), which has been widely studied as a typical polymer solar cell.[1-10,16,17] The polymer solar cell has a device structure of indium-tin oxide (ITO)/poly(3,4-ethylenedioxythiophene):poly(4-styrenesulfonate) (PEDOT:PSS)/P3HT:PCBM/Ai, where PEDOT:PSS is a typical hole buffer layer and has been widely used to improve device performance.[1-13,16,17] The previous studies reported that the device performance gradually deteriorated during device operation and that the deterioration could be recovered via thermal annealing.[16,17] In other words, the deterioration has been ascribed to an accumulation of photogenerated charge carriers during device operation rather than to the degradation of organic materials and/or device structures.[16,17] The TSC study indicated that the accumulation sites were located at interfaces between active layers and electrodes with various trapping levels.[16] However, a more detailed study clarifying molecules and these sites where charge carriers are accumulated (trapped) without molecular degradation has not yet been conducted, which will be extremely important for further device performance and durability improvements.

Electron spin resonance (ESR) is one promising method for such a microscopic characterization of charge-accumulation sites because it is a highly sensitive and powerful approach that is capable of investigating organic materials at the molecular level.[18-21] This method has the advantage of being able to directly observe accumulated charge carriers without detrapping carriers via thermal stimulation, as used in
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the TSC method. This ESR method has successfully clarified the microscopic properties of charge-carrier states in organic devices, including spin states and their spatial extent of wave function in pentacene,[18] fullerene (C60), [19] and P3HT[19,21] at device interfaces. The ESR method has also been applied to pentacene/C60 heterojunction organic thin-film solar cells and their organic layered films; these studies directly observed charge formation in pentacene layers during device fabrication under dark conditions.[22,23] However, the accumulation of photogenerated charge carriers in polymer solar cells under device operation has not yet been investigated using the ESR method. Such an investigation from a microscopic viewpoint would be useful in clarifying the accumulation sites, which would help to improve device durability and performance.

In this news, we report on an ESR study of P3HT:PCBM polymer solar cells to investigate accumulated charge carriers in these devices under device operation.[24] We measured light-induced ESR (LESR) signals and device characteristics (short-circuit current and open-circuit voltage) simultaneously using the same device under simulated solar irradiation. From the ESR analysis, the molecules where photogenerated hole carriers were accumulated are clearly identified as P3HT. Moreover, the simultaneous measurements of ESR and device characteristics demonstrate a clear correlation between the increased LESR intensity and deteriorated device performance. With the use of organic layered films of PEDOT:PSS/ P3HT:PCBM, the ESR study reveals that the deep trapping sites for photogenerated hole carriers are located at PEDOT:PSS/P3HT:PCBM interfaces, which can be ascribed as the main mechanism for the reversible initial deterioration of the device performance of polymer solar cells.

**Experimental**

Commercially available P3HT (Sigma-Aldrich, Plexcore OS 1100, regioregularity: 98.5%), PCBM (Frontier Carbon, nanom spectra E100, purity: 99.2%), and PEDOT:PSS (Clevios PA14083) were used to fabricate the solar cells. The chemical structures of P3HT, PCBM, PEDOT, and PSS are provided in Fig. 1. The device structure was ITO/PEDOT:PSS (~40 nm)/ P3HT:PCBM (~160 nm)/Pd (1.2 nm)/LiF (0.6 nm)/Al (100 nm). PEDOT:PSS films were fabricated by spin-coating an aqueous solution onto ITO-coated quartz substrates, followed by annealing at 140 °C for 10 min under an Ar atmosphere. Solutions of P3HT and PCBM (1:0.8 w/w) dissolved in o-dichlorobenzene (3.4 wt.%) were stirred with a magnetic stirrer for 30 min at 70 °C, and were spin coated on top of the PEDOT:PSS films at 1000 rpm for 75 s to form P3HT:PCBM films. The area of the interface between P3HT:PCBM and PEDOT:PSS was 3 mm × 14 mm. Then, Pd, LiF, and Al layers were deposited onto the P3HT:PCBM blend film to form the anode using a conventional vacuum sublimation technique under vacuum conditions below 2×10−4 Pa. Finally, the devices were annealed at 140 °C for 30 min under an Ar atmosphere and vacuum-sealed after wiring in an ESR sample tube. The device performance was confirmed to improve by the use of Pd on the anode side. We also obtained similar ESR results to those of the present study by using devices without Pd and LiF.

The J-V characteristics were evaluated using an Agilent Technology B1500A semiconductor device analyzer under simulated solar irradiation (AM 1.5G) with a 100 mW cm−2 intensity at 290 K under an Ar atmosphere. ESR measurements were performed using a JEOL RESONANCE JES-FA200 X-band spectrometer under vacuum conditions at 290 K. The number of spins, g factor, and linewidth of the ESR signal were calibrated using a standard Mn2+ marker sample. The absolute value of the number of spins was calculated using a solution (220 µl) of 4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl (TEMPOL) as a standard. The calibration of the g factor was performed by using a software program of the JEOL RESONANCE ESR system considering higher order correction to the effective resonance field. Its correctness was also confirmed by using 2,2-diphenyl-1-picrylhydrazyl (DPPH) as another standard sample. Simultaneous measurements of LESR and the device characteristics Jω and Vω were performed using a Keithley 2612A source meter under simulated solar irradiation (AM 1.5G) with a 100 mW cm−2 intensity with a Bunkoukeiki OTENTOSUN-150BXM solar simulator at 290 K. The simultaneous measurements under the open-circuit
condition were performed immediately after performing simultaneous measurements under the short-circuit condition using the same device.

Results and Discussion

Firstly, we describe the device characteristics of our solar cells. When we fabricated solar cells with an active area of 2 mm × 2 mm using an ITO substrate with a conventional size of 20 mm × 20 mm, our devices had the following typical parameters: a short-circuit current density ($J_s$) of $\sim$7.1 mA cm$^{-2}$, an open-circuit voltage ($V_o$) of $\sim$0.66 V, a fill factor (FF) of $\sim$0.60, and a PCE of $\sim$2.8%. These values are equivalent to those reported by other groups.[3-9,16,17] Thus, we have confirmed standard device operation using our device fabrication method. However, the device parameters of the cells for the ESR experiments deteriorated, compared with those of the above cells because of the following difficulties. Firstly, the use of a narrow ITO substrate with a size of 3 mm × 20 mm (see Fig. 1c of Ref. 22) was necessary because we needed to insert the device into an ESR sample tube with an inner diameter of 3.5 mm. Secondly, to overcome the low signal-to-noise (SN) ratio of the LESR signal due to device operation, we needed to fabricate a device with a large active area; we adopted an active area of 2 mm × 10 mm in this study. Thus, the film quality of the asymmetric active area deteriorated because of the variation in film thickness, which was caused by the difficulties of spin coating using the narrow ITO substrate. As a result, the device characteristics deteriorated; $J_s$ and $V_o$ decreased to approximately 2.2 mA cm$^{-2}$ and 0.35 V, respectively. Despite this decreased device performance, our devices for the ESR experiments exhibited similar performance deterioration under device operation as that reported by other groups.[16,17] Therefore, the present microscopic characterization by ESR analysis is considered to be useful for clarifying the essential problems of performance deterioration under device operation, as demonstrated below.

Next, we present the light-induced ESR (LESR) signals of the devices under device operation. Figure 2 demonstrates the dependences of the LESR signals of the same device on the duration of simulated solar irradiation under: a) short-circuit condition, and b) open-circuit condition. Here, the LESR signals were obtained by subtracting the ESR signal under dark conditions from that under simulated solar irradiation. The vertical axis is plotted using a unit of peak-to-peak ESR intensity of the ESR signal for a

Fig. 1 Chemical structures of: a) regioregular poly(3-hexylthiophene) (P3HT), b) [6,6]-phenyl C$_{61}$-butyric acid methyl ester (PCBM), c) poly(3,4-ethylenedioxythiophene) (PEDOT), and d) poly(4-styrenesulfonate) (PSS).
standard Mn\(^{2+}\) marker sample, \(I_{\text{rot}}\), which is attached to the inside wall of the ESR cavity of the JEOL RESONANCE ESR system. In our experiment, we used a continuous-wave method with a modulation frequency of 100 kHz for the external magnetic field. Thus, the photogenerated charge carriers with short lifetimes less than 10 \(\mu\)s cannot be observed using the present ESR method. Freely diffusive charge carriers to electrodes contribute the standard operation of the device. Therefore, the observed LESR signals are due to the accumulation of photogenerated charge carriers with lifetimes longer than 10 \(\mu\)s, namely, trapped photogenerated carriers. As revealed in Fig. 2a,b, gradual increases in the LESR intensities are clearly observed under both operation conditions. The increased rate of the LESR signal under the short-circuit condition is larger than that under the open-circuit condition. The \(g\) factor and peak-to-peak ESR linewidth, \(\Delta H_{\text{pp}}\), are determined to be: a) \(g = 2.0022\) and \(\Delta H_{\text{pp}} = 0.25\) mT, and b) \(g = 2.0023\) and \(\Delta H_{\text{pp}} = 0.24\) mT. These values are consistent with those of hole carriers (positive polarons) in P3HT films in organic field-effect devices.\([19,21]\) Therefore, the LESR observation directly demonstrates that the observed spin species are photogenerated hole carriers accumulated in P3HT molecules.

To clarify the locations of accumulated holes further, we performed LESR measurements for organic layered films of ITO/P3HT:PCBM, ITO/PEDOT:PSS, and ITO/PEDOT:PSS/P3HT:PCBM. For the ITO/P3HT:PCBM and ITO/PEDOT:PSS/P3HT:PCBM films, we observed the same LESR signal as that observed in Fig. 2a,b. However, for the ITO/PEDOT:PSS films, we did not observe such a LESR signal. Moreover, the ESR signal of PCBM has been reported to have \(g\)-tensor values of 1.9982 - 2.00058,\([25-27]\) which differ radically from that observed in Fig. 2a,b. Furthermore, the ESR signals of PEDOT:PSS and PEDOT have been reported to exhibit a broader ESR linewidth than that observed in Fig. 2a,b.\([28,29]\) Therefore, we can ascribe the LESR signals observed in Fig. 2a,b to accumulated hole carriers in P3HT. Here we comment that the reason for the absence of LESR signal from radial

![Fig. 2](image-url)
anion (electron) on PCBM is ascribed to the rapid spin relaxation of fullerene's electron at room temperature.[19,27]

Next, we present the results of simultaneous measurements of LESR and device characteristics using the same device. To present the ESR results, we use the number of spins, \(N_{spin}\), due to the accumulation of photogenerated hole carriers in P3HT varied from that before irradiation at each experiment, which was obtained by integrating the LESR signal twice at approximately 320.5-322 mT and comparing this value with the standard Mn²⁺ marker sample. Fig. 2c,d illustrate the dependences of \(N_{spin}\) and the device parameters \(J_\text{sc}\) and \(V_\text{oc}\) on the duration of the simulated solar irradiation, respectively. These results indicate that an increase in \(N_{spin}\) clearly correlates with the deterioration of the device performance. That is, \(N_{spin}\) monotonically increases and \(J_\text{sc}\) and \(V_\text{oc}\) concomitantly decrease as the duration of simulated solar irradiation increases. This clear correlation demonstrates that the accumulation of photogenerated hole carriers in P3HT deteriorates the device parameters \(J_\text{sc}\) and \(V_\text{oc}\). To the best of our knowledge, this is the first instance in which such a clear correlation between the microscopic ESR characteristics and macroscopic device parameters has been observed. The charge accumulation affects an internal electric field in the device, which prevents current flow and creates additional potential in the cells, as discussed later.

The influence of the increased charge accumulation (carrier density) on \(J_\text{sc}\) and \(V_\text{oc}\) were investigated in detail by other groups.[16,17] The studies showed the decreases in \(J_\text{sc}\) and \(V_\text{oc}\) during device operation, which are consistent with those of our device. Note that the reversibility of the charge accumulation and the device parameters \(J_\text{sc}\) and \(V_\text{oc}\) was confirmed from ESR and \(J-V\) characteristics after irradiation off, which is consistent with that of the previous works.[16,17] We comment that the long-lived accumulated charge carriers in polymer films have been reported by several groups, which were caused by deep trapings due to low temperatures[30] or extrinsic factors such as oxygen under irradiation. [27] The influence of traps due to such extrinsic factors on \(J_\text{sc}\) and \(V_\text{oc}\) have been also studied.[13,14] The influence is an interesting problem for the present results because our device is vacuum sealed in an ESR sample tube, which is beyond the present research scope and is open for further study.

Next, we discuss the accumulation sites of the photogenerated hole carriers in more detail. As presented in Fig. 2c,d, the accumulation rate of the photogenerated hole carriers under the short-circuit condition is larger than that under the open-circuit condition. Under the short-circuit condition, an internal electric field exists in the BHJ active layer in the device, which causes the migration of photogenerated hole carriers to ITO electrode through the interface between the PEDOT:PSS and P3HT:PCBM layers. Thus, one can consider that the difference for the accumulation rates between the short- and open-circuit conditions can be ascribed to the effect of the PEDOT:PSS/P3HT:PCBM interfaces. To clarify the effect of the PEDOT:PSS/P3HT:PCBM interfaces on hole accumulation, we examined the transient response of LESR for layered thin films of ITO/P3HT:PCBM and ITO/PEDOT:PSS/P3HT:PCBM upon simulated solar irradiation. Figure 3a,b present the transient responses of \(N_{spin}\) for: a) ITO/P3HT:PCBM, and b) ITO/PEDOT:PSS/P3HT:PCBM. For ITO/ P3HT:PCBM, \(N_{spin}\) monotonically increases under simulated solar irradiation. When irradiation ceases, \(N_{spin}\) sharply decreases to a small value, and then, the small remaining component gradually decreases (see Fig. 3a). However, for ITO/PEDOT:PSS/P3HT:PCBM, a different behavior was observed compared with that of ITO/P3HT:PCBM. That is, a large remaining component was clearly observed after turning off the irradiation (see Fig. 3b). The lifetime of the remaining component is extremely long, more than 40 h, even at room temperature. Therefore, this result demonstrates that PEDOT:PSS insertion between ITO and P3HT:PCBM causes the hole accumulation sites with deep trapping levels in P3HT at PEDOT:PSS/P3HT:PCBM interfaces. Using this hole accumulation, the different rates of increase for \(N_{spin}\) observed in Fig. 2 can be reasonably explained because hole carriers are easily accumulated at the PEDOT:PSS/P3HT:PCBM interfaces due to the flow of short-circuit currents. We here comment on the sharply increasing and decreasing components upon irradiation on and off, respectively, in Fig. 2c,d, and 3a,b. These LESR signals are due to shallowing trapped photogenerated holes in P3HT, which accumulation sites are probably located at bulk materials.

The findings from the ESR study are summarized in Fig. 3c, which helps to explain the hole accumulation at the interfaces under simulated solar irradiation. Firstly, the hole accumulation sites with deep trapping levels are formed by depositing P3HT:PCBM films on a PEDOT:PSS layer (see left-hand side in Fig. 3c). Secondly, photogenerated hole carriers are accumulated at deep trapping sites in P3HT molecules at the PEDOT:PSS/P3HT:PCBM interfaces (see the right-hand side of Fig. 3c). This hole accumulation is enhanced by the current flow at the interfaces because of the internal electric field under the short-circuit condition. We here explain an energy-level shift in the highest occupied molecular orbital (HOMO) of P3HT at the interfaces shown in Fig. 3c. This energy-level shift is related to the interfacial electric dipole layer, which can be caused by an electron transfer from P3HT to PEDOT because of the energy difference between the HOMO of P3HT (4.7-5.1 eV)[31,32] and the work function of PEDOT:PSS (3.3 eV).[8,22] This electron transfer forms holes in P3HT under the dark condition, as discussed in a previous ESR study on pentacene/C₆₀ heterojunction solar cells with PEDOT:PSS hole-buffer layers.[22] We confirmed this additional hole formation in the present study by measuring ESR signals of layered films of quartz/P3HT:PCBM and quartz/PEDOT:PSS/P3HT:PCBM under dark conditions before simulated solar irradiation. That is, the number of spins of P3HT under dark conditions for quartz/PEDOT:PSS/P3HT:PCBM was measured to be 3.2×10⁶, which is larger than that of 4.6×10⁴ for quartz/P3HT:PCBM. This result demonstrates the additional hole formation in P3HT due to the electron
transfer from P3HT to PEDOT:PSS under dark conditions. Note that this hole formation under dark conditions is not presented in Fig. 3c to present the hole accumulation in P3HT clearly under simulated solar irradiation mentioned above.

In the following, we discuss the correlation shown in Fig. 2c,d in more detail. Firstly, we explain the decrease in $V_{oc}$ using an interfacial electric dipole layer due to accumulated holes at the PEDOT:PSS/P3HT:PCBM interfaces. When an interfacial electric dipole layer due to accumulated charges is formed, a vacuum-level shift occurs at the interface.[33] Such vacuum-level shift decreases $V_{oc}$ of solar cells because of the energy-level shift for molecules at the interface.[34] We here evaluate the interfacial electric dipole length ($d$) due to the hole accumulation at PEDOT:PSS/P3HT:PCBM interface using the capacitance formula $Q = CV$. Let $S$ be the area at the interfaces, $N_{spin}$, and $V_{oc}$ be the increase in $N_{spin}$ and the decrease in $V_{oc}$ due to the hole accumulation at the interfaces, respectively, $e$ be the elemental charge, $\varepsilon_0$ be the permittivity in vacuum, $\varepsilon_r$ be the dielectric constants of P3HT:PCBM materials,[35] then, $d$ may be expressed as follows:

$$d = \frac{e_0 \varepsilon_r S}{\varepsilon_0 \Delta N_{spin}} V_{oc}.$$

(1)

Using the experimental values of $S = 0.4$ cm$^2$, $\Delta N_{spin} = 1.2 \times 10^{12}$, and $V_{oc} = 0.11$ V, $d$ is evaluated to be approximately 1 nm. This length probably corresponds to the length of alkyl-side chains in P3HT;[36] the alkyl-side chains are insulators without $\pi$ electrons. It should be noted that $\Delta V_{oc}$ is proportional to $\Delta N_{spin}$, which well explains the experimental result shown in Fig. 2d.

Next, we explain the decrease in $J_{sc}$ using charge-carrier scattering due to the hole accumulation. Such

---

**Figure 3** Transient responses of $N_{spin}$ for organic layered thin films of: a) ITO/P3HT:PCBM, and b) ITO/PEDOT:PSS/P3HT:PCBM upon simulated solar irradiation at 290 K. The $N_{spin}$ is obtained from the averaged ESR signal of P3HT under irradiation for 1 h at 290 K, and is plotted at each averaged time over 1 h. c) Energy diagrams at the PEDOT:PSS/P3HT interfaces, which schematically explain the accumulation of photogenerated hole carriers in P3HT molecular sites after simulated solar irradiation.

---
scattering is considered to be independent of other charge-carrier scattering mechanisms in solar cells, and then we may use the Matthiessen’s rule for the mobility $\mu$ in the cells as follows:[37]

$$\frac{1}{\mu} = \frac{1}{\mu_{SC}} + \frac{1}{(c/N_{spin})\mu_{HA}} \quad \text{................................(2)}$$

Here, we use two mobility constituents, $\mu_{SC}$ and $\mu_{HA}$, related to the charge-carrier scattering in solar cells without and with the hole accumulation, respectively. The latter depends on $N_{spin}$ with a proportionality constant $c$. Using Equation (2), we may express the current density $j$ in solar cells using charge density $n$ and internal electric filed $E$ in the cells as follows:

$$j = ne\mu E = ne \frac{\mu_{SC}\mu_{HA}}{\mu_{HA}+(\mu_{SC}/c)N_{spin}} E \quad \text{......................(3)}$$

Equation (3) shows that $j$ decreases as $N_{spin}$ increases. This behavior well explains the experimental result shown in Fig. 2c. Therefore, the charge-carrier scattering induced by the accumulated holes in the cells decreases $J_{sc}$ during device operation under simulated solar irradiation.

Finally, we comment on the disordered molecular orientation for the hole-accumulation sites. Figure 4 shows the ESR and LERSR signals of P3HT in an organic layered thin film of ITO/PEDOT:PSS/P3HT:PCBM under dark condition and simulated solar irradiation, respectively. These signals were obtained by subtracting the ESR signal of PEDOT:PSS from that of ITO/PEDOT:PSS/P3HT:PCBM to present the ESR signal of P3HT clearly. Under dark condition, the ESR signal of P3HT was observed, which can be ascribed to the hole formation due to the charge transfer between P3HT and PEDOT:PSS, as mentioned above.[22] The obtained $g$ value of 2.0018 means that the hole-formation sites are attributable to P3HT molecules in ordered lamella structures from the anisotropy of the $g$ values for P3HT molecules.[21] However, the LERSR signal of P3HT after simulated solar irradiation shows the different $g$ value of 2.0022 from that for ordered P3HT molecules. This finding clearly demonstrates that the molecular orientation for the hole-accumulation sites is disordered and is different from that in the ordered lamella structures. Note that the disordered molecular orientation is further confirmed by the detailed anisotropy for the LERSR signal.

**Conclusion**

We have fabricated polymer solar cells of ITO/PEDOT:PSS/P3HT:PCBM/Pd/LiF/Al and performed simultaneous measurements of ESR and device characteristics under simulated solar irradiation to clarify the deterioration mechanism.

![Fig. 4 The ESR and LERSR signals of P3HT in ITO/PEDOT:PSS/P3HT:PCBM under dark condition and simulated solar irradiation at 290 K, respectively. The external magnetic field is parallel to the substrate. Dashed line shows the ESR signal under dark condition. Dashed-dotted line shows the ESR signal after 20 h simulated solar irradiation. Solid line shows the LERSR signal, which is obtained by subtracting the ESR signal under dark conditions from that under simulated solar irradiation.](image-url)
of device performance during device operation at the molecular level. We observed a monotonic increase in LESP signals under simulated solar irradiation, which is ascribed to the accumulation of photogenerated hole carriers in P3HT of the device under operating condition from the microscopic viewpoint for the first time. We also observed a clear correlation between the increase in $N_{\text{min}}$ due to the hole accumulation and the deterioration of the device parameters $J_c$ and $V_{\text{oc}}$. This correlation demonstrates that the hole accumulation in P3HT causes the initial deterioration of the device performance. The sites of hole accumulation with deep trapping levels were identified as being formed in P3HT at the PEDOT:PSS/P3HT:PCBM interfaces from the study of organic layered films, which explains the more rapidly increasing rate of LESP for the devices under the short-circuit condition than under the open-circuit condition. Thus, modifications at the PEDOT:PSS/P3HT:PCBM interfaces are recommended to improve device durability by preventing hole accumulation under device operation. For other solar cells, we also propose improvements in device durability by reducing the charge accumulation in the cells during device operation based on the microscopic information obtained from this and future ESR studies.
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Super High Resolution Imaging with Atomic Resolution Electron Microscope of JEM-ARM300F


EM Business Unit, JEOL Ltd.

Through the technology evolved in the R005 project and the JEM-ARM200F, we developed an atomic resolution electron microscope of the JEM-ARM300F as a new platform for a super high-resolution instrument. The developed microscope is equipped with an ultra-stable cold field emission gun and spherical aberration correctors for probe and image forming systems. The stability of the microscope in TEM was tested by a lattice fringe of a crystal specimen and Young’s fringe for a thick specimen showing beyond (50 pm) spatial information in these images. Ga-Ga dumbbells separated by 63 pm for a GaN [211] specimen was resolved in high angle annular dark field STEM imaging. Sub-50 pm imaging was demonstrated in STEM using a Ge [114] specimen.

Introduction

Since an aberration correction system has been practically established [1-3], electron microscopes with the system drastically enhanced analysis capability in a scanning transmission electron microscopy (STEM) and structural study in transmission electron microscopy (TEM). During the R005 project (Project leader: Prof. Kunio Takayanagi 2004-2009), Tokyo Institute of Technology and JEOL Ltd. realized resolution of 0.05 nm [4,5], with a developed 300 kV high resolution electron microscope equipped with probe- and image-forming aberration correctors [3]. For an electron source, a cold field emitter was used to achieve high-brightness and narrow energy spread. 63-pm resolution was demonstrated using a GaN crystalline specimen observed from the [211] orientation [6]. Sub-50 pm resolution was demonstrated [7] using 47-pm separated atomic columns of Ge-Ge with Ge[114] specimen [8,9]. Li atomic column was detected with annular bright field (ABF) imaging technique for a sample of LiV.O, [10].

For 200 kV microscopes, spherical aberration correctors of CESCOR and CETCOR (CEOS GmbH) were installed into the JEM-2100F and the JEM-2200FS in 2003 [11]. And the JEM-2100F with a STEM aberration corrector imaged atomic structures of segregations at grain boundaries [12]. Next, we developed a 200 kV high-end microscope for commercial use in 2009; it is the JEM-ARM200F, which is equipped with a spherical aberration corrector for a probe-forming system in the standard configuration. The microscope demonstrated sub-Angström imaging with Ge and Si specimens observing from the [112] orientation. Light elements were visualized by ABF with a developed STEM detecting system using a bright field aperture [13]. Atomic resolution analysis by electron energy loss spectroscopy (EELS) and energy dispersive spectroscopy (EDS) were also demonstrated.

Refining these technologies cultivated in the R005 project and the JEM-ARM200F, we developed a new atomic resolution microscope of 300 kV JEM-ARM300F. In this paper, the features and the performances of the microscope are introduced.

Instrumental features

Appearance of JEM-ARM300F

Figure 1 shows appearances of the JEM-ARM300F. There are four types of configurations depending on corrector equipment; basic version which has no corrector, STEM corrector version [Fig.1(a)], TEM corrector version, and double corrector version [Fig.1(b)]. The width of an operation table is same as that of the JEM-ARM200F, whereas the JEM-ARM300F is higher than JEM-ARM200F; the height of the STEM-version of the JEM-ARM300F is 3.16 m and that of the double version is 3.44 m. The JEM-ARM300F is usable at a higher accelerating voltage up to 300 kV and better resolution is attainable, as shown later. Then, we name the microscope “GRAND ARM”
as a nickname, presenting the highest class of the ARM series.

6-SIPs & TMP pumping system and high performance cold field emission gun

To achieve high quality vacuum at the specimen stage, we employed a differential pumping system composed of six sputter ion pumps (SIP) and a turbo molecular pump (TMP), as shown in Fig. 2(a). The specimen stage is pumped with a 150 L/s SIP, the intermediate lens (IL) and the condenser lens (CL) systems are pumped with two individual 20 L/s SIPs. The pre-evacuation of a specimen holder is performed with the TMP, whereas the TMP is

![Image](image_url)

Fig. 1 Appearance of JEM-ARM300F (GRAND ARM).
(a) STEM corrector version (b) Double corrector version.

![Image](image_url)

Fig. 2 (a) Schematic of the pumping system in JEM-ARM300F (b) Emission stability for the cold field emission gun.
stopped during observation. The TMP is also used to pump the column during the baking of column and/or a liquid nitrogen tank for anti-contamination. With this pumping system, a pressure level of 2–10×10⁻⁶ Pa is typically achievable at the stage measured with the ion current of the 150 L/s SIP.

The developed CFE is evacuated with non evaporable getters (NEG), a 200 L/s SIP (with noble pump) and two 20 L/s SIPs. NEG pumps the gas around the emitter, and the 200 L/s SIP pumps the accelerating tube, and the 20 L/s SIPs pumps the 1st and 2nd intermediate chambers [1]. The pumping system enables achieving an ultimate current stability of the CFE. Figure 2(b) shows current stability, after a flashing of the emitter and a setting an emission current to be 10 μA. Total time for the procedures of flashing and auto-emission takes approximately 1 min. Owing to an ultra-high vacuum of 4–10×10⁻⁶ Pa measured at the accelerating tube, the probe current keeps 90% of initial current even after four hours. Thus, the 6-SIPs & TMP pumping system is very effective to keep a specimen stage vacuum clean and stabilize the emission current from the electron source well.

**Corrector system**

The JEM-ARM300F is equipped with an aberration corrector, which was developed in the R005 project [3]. The spherical aberration is compensated by two three-fold astigmatism fields [1] generated in two dodeca-poles (Fig. 3(a)). As a further optical innovation, an electron trajectory is expanding toward a specimen in the corrector and largely expanding between the condenser-mini lens and the transfer condenser-mini lens (CM-CMT) or between the objective-mini lens and the transfer objective-mini lens (OM-OMT) [3]. The expanding trajectory enables us to reduce disturbance in above elements resulting that extra chromatic aberration and noise from the corrector can be reduced. We call the system as ETA (Expanding Trajectory Aberration) optical system (Fig. 3(b), (c)).

---

**Fig. 3 (a) Schematic of dodeca-poles. (b) ETA (Expanding Trajectory Aberration Correction) optical system. (c) Schematic drawings of STEM and TEM ETA correctors.**
Corrector system module

For a corrector control software, we developed the corrector system module (JEOL COSMO: corrector system module), which measures aberrations up to 5th order. For tuning of a probe-forming lens system, under and over defocused Ronchigrams are recorded to measure aberrations by the segmented Ronchigram auto-correlation function matrix (SRAM) method [15] (Fig. 4(a-d)). For tuning of an image-forming lens system, diffractogram tableau [16] are used for aberration measurement (Fig.4(e,f)).

Highly stabilized column

Figure 5(a) shows a power spectrum of Fourier transform from the TEM image of a Si [110] specimen at an accelerating voltage of 300 kV, where lattice information beyond 50 pm can be confirmed. Young’s fringe test including non-linear term using a thick specimen of gold particles on a carbon film is shown in Fig. 5(b). Fringes are extended to spatial information better than (50 pm)1. These results indicated that the mechanical and electric stability of the microscope realized the capability of 50 pm resolution.

Figure 5(c) is a high-resolution HAADF STEM image of Si [110] at 300 kV with an acquisition time of 10 s and Fig. 5(d) is one with an acquisition time of 80 s. A high-resolution image with a long acquisition time in Fig. 5(d) shows little distortion, indicating that the scanning system and the stage are highly stabilized against not only high frequency disturbance but also low frequency fluctuation.

Detecting System

The microscope is equipped with a viewing chamber and a detecting chamber (Fig. 6(a) and (b)), where four STEM detectors can be attached totally: high-angle annular dark field (HAADF), low-angle annular dark field (LAADF), annular bright field (ABF),...
Fig. 5 (a) The power spectrum of Fourier transform from a high-resolution TEM image of Si [110]. (b) Young’s fringe test using gold particles on a carbon thick film. (c,d) Si [110] high-resolution HAADF images with an acquisition time of (c) 10 s and (d) 80 s.

Fig. 6 Schematics of (a) a viewing chamber and (b) a detecting chamber with detectors. (c) Schematic of STEM detector configuration. (d) High-resolution HAADF image of a grain boundary in a β-Si3N4 polycrystalline specimen at 300 kV. (e) High-resolution ABF image.
and bright field (BF) detectors (Fig. 6(c)). Four images by these detectors can be obtained, simultaneously. Figure 6(d) and (e) respectively show an example of a HAADF image and a simultaneously acquired ABF image for a specimen of $\beta$-Si$_3$N$_4$. Nitrogen atomic columns are detectable in the image of ABF.

**Wide range of accelerating voltage**

The microscope can be operated at wide range accelerating voltages from 80 to 300 kV. Figure 7(a-c) show high-resolution HAADF images of a Si [110] crystalline specimen. Observation at 300 kV can image a sub-Angström structure, as shown later, and 80 kV imaging is useful for soft materials to reduce the specimen damage. At 80 kV, 136 pm imaging is achievable, as shown in Fig. 7 (c). Operation at 160 kV is optionally available (Fig. 7(b)), and 160 kV imaging is useful for a semiconducting material because of high-resolution and relatively small damage compared with higher voltage. Lower voltage operation at 60 kV is optionally available.

**Developed two objective pole pieces and ultra-high resolution imaging**

We newly developed two types of pole pieces of an objective lens for the JEM-ARM300F. They are FHP (full high resolution pole piece) for the ultra-high resolution configuration and WGP (wide gap pole piece) for the high resolution analytical configuration. FHP is designed [3] for ultra-high resolution observation with a small chromatic aberration; a chromatic aberration coefficient value of 1.35 mm in STEM/TEM at 300 kV is significantly small. WGP is useful for a high-sensitive EDS analysis with a large solid angle of the detection, for a thicker special holder owing to a large space inside a pole piece gap, and for a higher tilt angle of a specimen holder compared with FHP.

**Ultra-high resolution STEM images were obtained using GaN and Ge crystalline specimen using the developed STEM ETA corrector. 63 pm separation was clearly detected in a raw image (Fig. 8(a)) and an intensity line profile of HAADF at 300 kV using the FHP pole piece (Fig. 8(d)). Spots smaller than (63 pm)$^3$ information were detected in the power spectrum in Fig. 8 (b).**

As a further challenging, a sub-50 pm resolution was imaged in HAADF using the FHP (Fig. 9). 47-pm separation was confirmed in the intensity line profile in Figure 9(f) and a spatial information of (47 pm)$^3$ was detected in the power spectrum in Fig. 9 (d). The microscope of “GRAND ARM” has a capability to image sub-50 pm resolution. The stability must be effective in not only ultra-high-resolution imaging but also robust data acquisition for analysis and structure study.

**Summary**

We developed a new atomic resolution microscope of the JEM-ARM300F. The developed cold field emission gun showed ultra-high emission stability due to an ultra-high vacuum around the emitter. Stability of the microscope was confirmed using the power spectrum of TEM images and an atomic-resolution STEM image with a long acquisition time. Ultra-high resolution STEM images were demonstrated, by using the developed corrector and objective lens. The microscope will be new platform for an atomic resolution study.

![Fig. 7](https://example.com/fig7.png)  
Fig. 7 High resolution HAADF imaging of Si [110] at (a) 300 kV, (b) 160 kV, and (c) 80 kV with their intensity line profiles, as shown at the lower parts.
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Fig. 9 (a) Raw HAADF image of Ge [114]. (b) Low pass filtered image of Fig.9(a). Simulated images are inserted at the lower right part in Fig. 9 (a) and 9 (b). (c) Atomic structure model of a Ge[114]. (d) The power spectrum from Fig.9(a). (e) Intensity histogram of Fig.9(a). (f) Intensity line profile of a dotted rectangle area in Fig.9 (a) and Fig.9(b).

Advanced Analysis of Active Materials in Li-Ion Battery by XPS and AES
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Introduction

Auger Electron Spectroscopy (AES) and X-ray Photoelectron Spectroscopy (XPS) are widely used as analytical methods that perform elemental analysis of the specimen surface down to only a few-nanometer region. In particular, these two methods enable direct detection of lithium which is a light element and furthermore, provide both quantitative evaluation and chemical bonding-state evaluation. Thus, the methods have been used for research and development of various materials in a Li-ion battery. However, when examining the number of books and papers covering the topics of a Li-ion battery using the Internet literature searching systems (ex. http://scholar.google.com), documents which present research achievements by the use of XPS reach as many as 2000, but those by AES are issued only 500 under the same searching conditions. This may be partly due to the difference between the number of the XPS users and the AES users. But one essential reason is that the AES users misunderstand AES to be difficult to analyze Li and hard to be used for the Li investigation. In fact, the kinetic energy of an Auger electron of Li KVV is about 50 eV. This means that an Auger spectrum of Li is located at a large background consisting of secondary electrons and also it overlaps with Auger peaks of the other elements. Thus, depending on the specimen, it may be difficult to identify the Li peak from Auger spectrum. Another reason is that the escape depth of an Auger electron of Li is very short. The intensity of Li KVV peaks decreases drastically when a small volume of contaminants (only 1 to 2 nm thickness) covering a specimen (containing Li), thus making it difficult to detect Li. On the other hand, in the case of XPS, the kinetic energy of a photoelectron emitted from Li is approximately 1200 to 1400 eV, which is much higher than that of the corresponding Auger electron. For this reason, Li1s is easily detected in XPS spectrum even if the specimen surface is rather contaminated. Furthermore in XPS, the overlap of the Li peak with the other peaks is less, thus facilitating the detection of Li. Lithium peak overlaps especially with that of transition metal such as Mn, Fe, Co, Ni, etc., which are frequently-used transition metals for the Li-ion battery. However in the case of XPS, only a Fe3p peak overlaps with a Li1s peak. That is, in the case of AES, preventing deposition of contaminants onto the specimen surface is of prime importance at the process of pre-treatment of the specimen. If a pre-treatment technique is improper, even if the same specimen is analyzed by XPS and AES, there happen many cases where Li is detected by XPS but is not detected by AES.

In this context, Li seems to be an unsuitable element to be observed by AES. But we emphasize the following points. If the operator understands and gains a proper specimen pre-treatment technique and precautions to be taken during AES analysis, the detection intensity of Li itself is higher than that analyzed by XPS. In addition, AES has capacity to measure the Li distribution in a single particle of Li-ion battery materials even at magnifications of several tens of thousands of times to several hundreds of thousands of times. That is, AES and XPS have advantages and disadvantages in Li analysis to each other. Thus, a creative use of AES and XPS, which is based on the full understanding of the features of the two analytical methods, will play an effective role in Li analysis. In this article, we focus on analysis techniques for Li-ion battery and report on our analysis results.

Pre-Treatment Technique for Lithium Detection in Surface Analysis

Precautions when handling materials containing Lithium

Due to its characteristics, a Li ion in Li-ion battery material moves easily toward materials (irrespective of solid and liquid) which are located near the Li-ion battery materials. Therefore, precautions have to be taken when performing pre-treatment of the specimen. The following example describes a LiCoO2 particle, one of Li-ion battery material. When the AES analysis is applied to a clean particle surface, it is possible to clearly observe the Li peak in the differential spectrum as shown in Fig. 1. But when ultrasonic cleaning (by ethyl alcohol, etc.) is applied
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to the specimen aimed at removing contaminations on the specimen surface, the Li peak becomes hardly detected from the surface of LiCoO$_2$ particles. This is considered to arise from the decrease of Li concentration on the surface, as a result of the fact that Li elements in the region of the particle surface are eluted into an ethyl alcohol solvent during the cleaning. As shown in Fig. 1, the Li peak disappears and this substance is found to be cobalt oxide. There is high possibility that this phenomenon arises not only water but also the other organic solvents; therefore, AES and XPS which analyze the top surface of the specimen require special precautions. Consequently, in surface analysis by AES or XPS, we point out that it is not recommended to clean the particle surface with inorganic or organic solvents except for special cases.

If the LiCoO$_2$ particle surface has contamination, we recommend the following way. Do not clean the specimen surface with a solvent and expose a new clean surface by grounding LiCoO$_2$ powders with a pestle in a mortar for analysis.

Pre-treatment technique and precautions for powder specimen at Auger analysis

Concerning specimen pre-treatment techniques and the tips for analysis when surface analysis is applied to a powder specimen, we explained in 2009 JEOL EPMA/Surface analysis Users’ Meeting document [1]. Thus in this article, we introduce “Method for spraying a powders onto a carbon-specimen stub”.

The carbon-specimen stub presented here is the carbon specimen stub (Parts No.: 600154386) that is sold by JEOL Ltd., shown in Fig. 2. The dimensions of this stub are 10 mm in diameter and 5 mm in height. In the pre-treatment process, this specimen stub is polished with sandpaper with its grit number about 1000 to expose a relatively flat surface. After that, grooves with a little small depth are fabricated on the surface with a head-pointed tool (precision screwdriver, etc.). After spraying the powder onto this carbon-specimen stub, slightly scrub the carbon-specimen stub surface for filling the powders into the groove with paper (medical paper, etc.). The remaining powders on the stub surface must be removed with a blower.

After mounting the carbon-specimen stub on the standard specimen holder without spring inside the standard specimen holder (shown in shown in Fig. 3 left), preparation for AES is completed.

This specimen pre-treatment enables particles with various configurations to be placed on the carbon-specimen stub. For example, as is shown in the

\[
\begin{align*}
\text{Fig. 1 Difference of the lithium peak intensity from the LiCoO}_2\text{ surface (before and after ultrasonic cleaning).}
\end{align*}
\]

\[
\begin{align*}
\text{Fig. 2 Placing a powder specimen onto the carbon-specimen stub.}
\end{align*}
\]

1. Lightly polish the surface with sandpaper.
2. Make grooves on the mount with a head-pointed tool.
3. Rub a powder specimen into the grooves and remove extra powders.
right-side secondary electron image of shown in Fig. 3 right, a large surface area is seen where powders are permeated with high particle density in the fabricated grooves. In addition, on the surface that is polished by sandpaper with its grit number about 1000, fine surface irregularities or fine polished marks are produced. In this state, single particles and clusters exist in the irregularities or the polished marks. Since various-shape particles exist on the specimen stub, it becomes possible to perform analyses at several states with only one specimen stub. For example, a single particle is selectively analyzed and the average composition of a region with high particle density is also analyzed.

Pre-treatment technique and precautions for powder specimen at XPS analysis

When an insulating powder specimen is measured by XPS, there arise several problems that the insulating specimen is influenced by charging and a difficulty in fixing the specimen on the specimen holder. For comparison with the other fixing methods, we reported in 2006 JEOL EPMA/Surface Analysis Users' Meeting document [2]. The most suitable pre-treatment method for XPS is to mold a specimen into a pellet (Fig. 4). To perform pellet molding, a relatively large volume of powder specimen is required; however, the specimen surface molded by this method is flat, thus leading to advantages that XPS measurement sensitivity is high and it is easy to suppress the influence of charging.

Detection and Quantification of Lithium in Surface Analysis

Detection and sensitivity of lithium

In AES, rather surprisingly, the sensitivity of Li is not so low, enabling us to complete the analysis in a short period of time for not only point analysis but also Auger mapping. We compared the detection sensitivity for Li in AES with that in XPS. As is shown in Fig. 5, when the peak intensities in the standard spectra acquired by AES is compared between C (carbon) and Li under the same measurement conditions, the peak intensity of Li is approximately 4 times higher than that of C. In the case of XPS as well, the peak intensities of pure materials should directly be compared in principle; however, it is hard to acquire the Li standard spectrum in XPS. Due to this limitation, we performed comparison of the difference in ionization cross sections excited with an AlKα (1486.6 eV) X-ray source as the difference in the sensitivity between C and Li (right to Fig. 5). As is indicated in Fig. 5, compared to the peak intensity of C, Li provides a very low sensitivity, approximately 1/16 that of C. That is, when the Li intensity is compared between AES and XPS based on the C intensity as the standard peak intensity, it is revealed that AES has much higher sensitivity than XPS, approximately 72.
times.

However in general, it is likely to be recognized that XPS allows easier detection of Li than AES does. This misunderstanding leads to the fact that XPS is frequently used for surface analysis of Li compared to AES as mentioned in “Introduction” in this article. This fact is owing to the difference of escape depth between AES and XPS, which is largely due to the difference of kinetic energy between the Li Auger electron and the Li photoelectron. Figure 6 shows the energy dependence of the mean free path of an electron in a solid. The Li KVV Auger electron only possesses a kinetic energy of approximately 50 eV. On the other hand, the kinetic energy of Li peak obtained using the AlKα line in XPS provides more than 1400 eV. This result leads to a large difference of the mean free path between the Auger electron (in AES) and the photoelectron (in XPS). When the escape depth of the electron is estimated to be approximately 3 times the mean free path, the escape depth of the Li KVV Auger electron is less than 2 nm. This implies that the escape depth of Auger electron in AES is approximately 1/3 times that of photoelectron in XPS. Thus, it is found that deposition of very small amount of contaminations onto the specimen surface gives rise to a large
the use of the relative sensitivity factor method, which has been used as a quantitative analysis method for AES, makes it very difficult to correctly estimate concentration of elements contained in the specimen.

The peak intensities of AES appear as peak-to-peak in the differential spectrum (Fig. 10). In the relative sensitivity factor method for AES, the atomic concentration ratio is obtained in the following way. A measured peak intensity is multiplied by the relative peak intensity ratio (relative sensitivity factor) among pure substances, then the intensity correction is executed. After that, the summation of those corrected values is normalized to 100%.

Finally, the resultant normalized value is regarded to be the atomic concentration ratio. If only the relative sensitivity factor is obtained, simple calculation of the peak intensities enables us to obtain a quantitative analysis result easily. This method is a widely-recognized, general quantitative analysis method for surface analysis. However in AES, the differential peak intensity is significantly sensitive to the change of peak shape. This is due to the change of the chemical states and the overlap of the peaks of the other elements, which gives rise to a large error in the quantitative analysis result. These large errors cause very serious problem when quantifying Li, typically in the case of a very low concentration Li (atomic concentration ratio: 5 % or less), thus the peak of Li cannot be detected as an independent peak. The existence of Li in the specimen is not often discovered without a curve fitting which shows Li peak buried in the peaks of the other elements.

In this context, we propose that when performing quantitative analysis of Li, instead of using the relative sensitivity factor method, it is reasonable to use the absolute intensity quantification method for the quantitative analysis of Li. The procedure of this method is described in Steps (1) to (4) below.

(1) Measure the Auger spectra of the specimen with taking care about pretreatment.

(2) Deconvolute the measured spectra into the respective components based on curve-fitting calculations using the standard spectra.

(3) Convert the spectral intensities of the respective components into the corresponding atomic concentrations with the intensity ratio between the spectral intensities of the respective components at the corresponding chemical states and those of the standard spectra acquired under the same measurement conditions.

(4) Examine the quantification accuracy with the calculated total atomic concentration.

In Step (1), it is not always necessary to select a high energy resolution for the Auger spectra. It is possible to calculate the quantification results even with the energy resolution of 0.5% with the standard spectra of the same measurement condition. Of course, it is effective to calculate with high energy resolution spectra in the case of containing different chemical states species [4]. It is important to measure the Auger spectra with the energy resolution suitable for the purpose of analysis and to perform measurement by taking care about the specimen damage due to electron-beam irradiation or Ar-ion irradiation.

In Step (2), curve fitting calculation is performed
Table 1: Spectral peak positions of lithium related substances.

<table>
<thead>
<tr>
<th>Substance</th>
<th>Li1s</th>
<th>O1s</th>
<th>P2p</th>
<th>C1s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>52.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li2O</td>
<td>53.5</td>
<td>528.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li2CO3</td>
<td>54.6</td>
<td>531.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li3PO4</td>
<td>55.5</td>
<td>531.0</td>
<td>133.9</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 8: XPS measurement result of the lithium white portion.

Fig. 9: Photoelectron peak of Li1s at different chemical bonding states.

Fig. 10: Definition of peak intensity for the relative sensitivity factor method.
by using the least squares method based on the standard spectra. In this article, we omit to show the detailed calculation method, so please refer to Reference [5] “Peak Deconvolution Analysis in Auger Electron Spectroscopy”. An important issue that should be noted here is to surely differentiate the spectra at curve fitting for subtracting the background. In the case of the Auger spectra, the Auger electron itself is one of secondary electrons; therefore, it is impossible to clearly distinguish between the background and the Auger spectra, both of them are contained in the N(E) spectra before differentiation. Execution of differentiation improves the calculation accuracy by simply subtracting the secondary-electron background, thus making it possible to perform curve-fitting calculation focused on the difference of the peak shape.

In Step (3), the absolute intensity quantitative calculation is performed by comparing the intensities of the respective components acquired in Step (2) with the intensities of the standard spectra under the same measurement conditions. Here, Fig. 11 presents the procedure of the absolute intensity quantification method for the measured spectra of LiCoO₂ particles shown in Fig. 1 as an example. Here, a complex oxide of LiCoO₂ particles is assumed to be a mixed oxide of Li₂O and Co₃O₄.

Auger spectrum of LiCoO₂ particles indicated in Fig. 11 is acquired under the measurement conditions of probe current (10 nA, 10 kV) and energy resolution of 0.5%. With this energy resolution, it is difficult to distinguish the difference of the chemical states due to the Co²⁺ and Co³⁺ because Co spectra have almost the same shape. Thus, it is possible to use CoO or Co₃O₄ as the standard spectra for the absolute intensity quantification method for LiCoO₂. Here, the quantitative calculation was performed with the standard spectra of cobalt oxide (Co₃O₄) and lithium oxide (Li₂O).

In the region of 30 to 60 eV where the Li peak is detected, the Co peak is also detected; therefore, when curve fitting is applied using the standard spectra of Li₂O and Co₃O₄, Li₂O components are extracted. The peak intensity at the present measurement is 1078 counts and the peak intensity of the standard spectrum of Li₂O under the same measurement conditions is 3127 counts. This result shows that if the absolute intensity of Li₂O...
components after curve fitting reaches 3127 counts, the intensity equals to $2/3 = 66.66\%$, which is the Li atomic concentration of the standard specimen. From this result, the Li concentration measured by the absolute intensity ratio is found to be approximately 23.0%.

Similarly in this case, the energy range of 600 to 850 eV where Co is detected, allows only three peaks of Co to exist, thus the Co atomic concentration is calculated to be approximately 24.5% by comparison with the absolute intensity of the Co$_2$O$_4$ standard spectrum.

On the other hand, the O peaks around 470 to 530 eV exist in such a way that the O peak bonded to Li overlaps with the O peak bonded to Co. But the respective peak positions are different and therefore, when the corresponding two standard spectra are subject to curve-fitting calculations, the absolute intensities separated to two components can be obtained. As a result, when the atomic concentrations of the respective components are calculated from the obtained absolute intensity ratio, the concentration of O bonded to Li is calculated to be approximately 12.1%, whereas the concentration of O bonded to Co is obtained to be approximately 41.7%.

Table 2 lists the total atomic concentration and the respective atomic concentrations obtained from the absolute intensity ratio. When we see the total value of atomic concentrations, the total is approximately 100%, indicating that the error is only 1.3%. In the relative sensitivity factor method, the concentrations are inevitably normalized, thus making it difficult to discuss the error about the quantitative calculation result. To the contrary, when the absolute intensity quantification method is used, the obtained total atomic concentration enables the error to be estimated. Furthermore, the atomic concentration ratio among the respective elements is also an important point. The concentration ratio of Li to O bonded to Li is approximately 2:1, thus allowing us to estimate the formation of Li$_2$O. In addition, the result reveals that LiCoO$_2$ is formed because Li: Co: O (total atomic concentration) equals to 1:1:2.

As we have presented, even if the peaks of the other elements overlap with the target peak like in the case of the Li peak, it is possible to obtain the concentration of the target element by applying the absolute intensity quantification method to the

<table>
<thead>
<tr>
<th>Li</th>
<th>Co</th>
<th>O (bonded to Li)</th>
<th>O (bonded to Co)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>23.0</td>
<td>24.5</td>
<td>12.1</td>
<td>41.7</td>
<td>101.3</td>
</tr>
</tbody>
</table>

Fig. 12 Li-ion battery powder material molded into a pellet and its backscattered electron image.

Fig. 13 (Left) Result of quantitative analysis performed by the analysis diameters of arbitrary 3 points set to 100 μm. (Right) Result of quantitative analysis performed by the analysis diameters of arbitrary 3 points set to 3 mm.
spectra subject to curve fitting calculation.

On the other hand in the case of XPS, when the Li atomic concentration is calculated by the relative sensitivity factor method, a relatively high-accuracy result can be obtained because of the following reasons. The change of the Li spectrum, which depends on the difference of its chemical bonding states, leads only to the shift of the XPS peak as was described in the Section of “Detection and sensitivity of Li”. In addition, the quantitative calculation based on the relative sensitivity factor method is applied for the area intensity of the spectra. However, it should be noted that the unevenness of the specimen has to be remind when XPS is used [6]. Also in the case of the powder specimen, there is high possibility that the specimen itself has unevenness.

As is shown in the backscattered electron image in Fig. 12, the powder specimen molded into a pellet is found to have an unevenness of approximately 100 μm. But, specimen observation in normal XPS is performed with an optical microscope (OM), thus making it difficult to judge the specimen unevenness which cannot be observed with OM. In such a case, it becomes possible to reduce the influence of the unevenness by sufficiently increasing the analysis diameter. Figure 13 shows the quantitative analysis results in which quantitative analysis was performed by setting the analysis diameter to 100 μm and 3 mm for the specimen shown in Fig. 12. From Fig. 13, when the analysis diameter is set to 100 μm, it is found that the atomic concentration depends on the analysis position, thus the Li atomic concentration differs greatly. On the other hand, in the case of the analysis diameter of 3 mm, such a difference in the quantification value is not found. Thus, when analyzing the specimen by XPS, it is necessary to take account of the specimen unevenness.

Comparison of Auger analysis of powder material for Li-ion battery with the other analytical methods

In this Section, we introduce actual analysis examples of AES for Li-ion battery powder specimen and compare the AES result with the results obtained by the other analytical methods. A specimen treated in the present Section is an NMC powder specimen (hereinafter called NMC specimen) composed of Mn, Co and Ni equal to 1:1:1 (shown in Fig. 14). This specimen was subject to analysis after proper specimen pre-treatment was applied.

First, prior to analyzing the specimen by AES, we used an Energy-Dispersive X-ray Fluorescence Spectrometer (XRF) instrument (JEOL Element Analyzer JSX-3100RII) to examine whether or not the average composition ratio was Mn : Co : Ni = 1:1:1, which was a designated value. In general, in order to examine the average composition of Li-ion battery powder material, ICP-MS (Inductively Coupled Plasma Mass Spectrometry) or ICP-AES (Inductively Coupled Plasma Atomic Emission Spectrometry) based on the wet analysis is mainly used. The wet analysis has a big merit of high quantification accuracy, but also has a demerit that all volume of the specimen needs to be dissolved in an acid solution or an alkali solution and it requires a substantial time for solution adjustment; therefore, it is difficult to treat a number of samples. Thus, in order to examine whether or not the average composition ratio of Mn, Co and Ni in the Li-ion battery powder specimen (except for Li concentration) is correct, the XRF method is efficiently used as a primary screening technique because the XRF analyzer (Element Analyzer) enables us to obtain a high-accuracy quantitative analysis result in only a few minutes. Figure 15 shows a spectrum acquired by the XRF method and analysis results obtained with this spectrum. The XRF analysis results reveal that the atomic concentrations of Mn, Co and Ni are approximately 13% each and those elements are contained with the ratio of 1:1:1.

Next, the specimen powders were molded into a pellet to measure the concentration of Li that averagely spreads over the surface of the powder specimen. Then, we used a JEOL JPS-9200 based on X-ray Photoelectron Spectroscopy (XPS) for performing top-surface analysis of an NMC specimen. Figure 16 shows the quantitative analysis result. Compared to the result obtained by XRF, the detected concentration of Ni is higher than those of Mn and Co, and also it is found that as many as 14.8% Li exists at the top surface of the specimen.

Next, in order to analyze the average composition of the specimen surface using AES, we measured the
Figure 15: Quantitative analysis result of NMC specimen acquired by X-ray Fluorescence Spectroscopy (XRF).

Figure 16: Quantitative analysis result obtained by X-ray Photoelectron Spectroscopy (XPS).
average spectrum in an area of 50 μm diameter (Fig. 17). Figure 17 shows the quantitative analysis result based on the absolute intensity quantification method explained in the Section of Lithium quantification in an average area. In the present result, the total value of each atomic concentration reaches 96.7%, indicating that the error is approximately 3.3%. As a reference, Table 3 lists a comparison result of the normalized quantification values obtained by the conventional relative sensitivity factor method and the absolute intensity quantification method, except for C originating from contamination. It is found that the Li concentration obtained by the relative sensitivity factor method is larger than that obtained by the absolute intensity quantification method because the MVV peaks of Mn, Co and Ni overlap with the Li peak.

When comparing the quantitative analysis results of XPS (Fig. 16) with AES (Fig. 17), the difference in the C concentration is remarkable. This may be due to the difference of the analysis area between XPS and AES. When the average atomic concentrations in a large area are analyzed, XPS is more advantageous because XPS can analyze a large area and this method is not likely to be influenced by localized contamination. On the other hand, AES aims to analyze a local area in principle and the analysis area is confined to several 100 μm squares at a maximum due to the input lens system. In the present experiment, we randomly measured an area which was considered to have average composition. But incidentally, an area containing many organic

![Graph showing quantitative analysis result obtained by AES for NMC specimen (using the absolute intensity quantification method).]](image)

**Table 3** Comparison of quantification values in AES for NMC specimen obtained by the absolute intensity quantification method and the conventional relative sensitivity factor method (normalized except for C).

<table>
<thead>
<tr>
<th>Element</th>
<th>Li</th>
<th>C</th>
<th>O</th>
<th>Mn</th>
<th>Co</th>
<th>Ni</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic concentration (%)</td>
<td>13.2</td>
<td>29.2</td>
<td>37.2</td>
<td>5.7</td>
<td>5.7</td>
<td>5.7</td>
<td>96.7</td>
</tr>
<tr>
<td>Atomic concentration (%) (except for C)</td>
<td>19.6</td>
<td>-</td>
<td>55.0</td>
<td>8.5</td>
<td>8.5</td>
<td>8.4</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Fig. 17 Quantitative analysis result obtained by AES for NMC specimen (using the absolute intensity quantification method).
substances was analyzed, thus the C concentration was considered to be high. When comparing the normalized quantification values of AES and XPS, which were obtained by the absolute intensity quantification method and excluded C element, the quantification values of the respective atomic concentrations in AES are close to those in XPS, and for Li, the difference between AES and XPS is confined to approximately 5%. Consequently, when quantification of Li is performed using AES, we recommend the use of the absolute intensity quantification method because this method enables higher accuracy quantitative analysis.

Next, as we introduced in the Section of “Pre-treatment technique and precautions for powder specimen at Auger analysis”, we show the observation result of a secondary electron image (SEI) of an NMC specimen sprayed on a carbon-specimen stub in Fig. 18.

Figure 18 reveals the existence of many particles with different size and also, foreign particles that are confirmed to be organic substances. For convenience of analysis, particles with large diameters were defined as “point-1”, those with small diameters as “point-2”, and foreign particles as “point-3”. Auger spectra for point-1 to point-3 are shown in Fig. 18.

From the results, it was discovered that the atomic concentration ratio of Mn, Co and Ni was different between “point-1” and “point-2”, and also the Li concentrations among the two points quite differed. In “point-3”, no Li was detected, therefore, the powders in this area are considered to be only foreign materials. Generally, a large volume of such foreign particles are mixed in the Li-ion battery powder specimen. The present observation of SEI (secondary electron image) and BEI (backscattered electron image) accounts for the fact that a quantification value of high C concentration is obtained depending on the analysis area as shown in Fig. 17. Thus, in the case of the Li-ion battery powder specimen, the analysis results of XPS which averagely cover a wide area might be different from that of AES which performs local area analysis. Taking this fact into consideration, only either XPS or AES does not provide sufficient data for quantitatively analyzing the specimen more accurately. That is, it is necessary to obtain the data from the average area and the data from the local area for comprehensive judgment on the analysis results of the specimen.

After this experiment, we prepared a cross section of an NMC specimen with a JEOL Cross Section Polisher (CP) and performed analysis (Fig. 19).

![Fig. 18 NMC powder specimen for Li-ion battery (containing Mn, Co and Ni). [at 10 kV, 10 nA, Magnification: ×700]](image-url)

<table>
<thead>
<tr>
<th>Element</th>
<th>Li</th>
<th>C</th>
<th>O</th>
<th>Mn</th>
<th>Co</th>
<th>Ni</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point 1</td>
<td>6.4</td>
<td>11.8</td>
<td>50.9</td>
<td>7.5</td>
<td>9.9</td>
<td>9.7</td>
<td>96.2</td>
</tr>
<tr>
<td>Point 2</td>
<td>16.4</td>
<td>11.2</td>
<td>49.4</td>
<td>12.0</td>
<td>6.4</td>
<td>9.5</td>
<td>104.9</td>
</tr>
</tbody>
</table>
Table 4  Comparison of quantitative analysis results obtained with various analysis instruments.

<table>
<thead>
<tr>
<th>Surface analysis</th>
<th>Atomic concentrations except for C are normalized.</th>
<th>Bulk analysis</th>
<th>Atomic concentrations except for C are normalized.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Li</td>
<td>O</td>
<td>Mn</td>
</tr>
<tr>
<td>AES</td>
<td>19.6</td>
<td>55.0</td>
<td>8.5</td>
</tr>
<tr>
<td>XPS</td>
<td>14.8</td>
<td>60.5</td>
<td>7.4</td>
</tr>
</tbody>
</table>

Fig. 19 AES spectrum measured from the NMC powder cross section and the absolute intensity quantification result of the cross section.

Fig. 20 Quantitative analysis results of NMC specimen obtained with SEM-EDS.
In order to prepare the cross section of a powder including Li such as Li-ion battery material for AES, several precautions need to be taken. Firstly, in order to prevent the diffusion of Li, the use of the carbon-specimen stub is a must to fix the powders (instead of the use of resin). Secondly, in order to preserve the specimen state in the powder specimen, a cross-section fabrication device must be used. Typically used devices are a CP or an Ion Slicer. These tools mill the specimen with inert gas ions which does not chemically react with the elements in the powder specimen. Thirdly, in order to prevent alteration of properties on the cross-sectioned surface, a Transfer Vessel is used, which can preserve and transfer the specimen without exposing the specimen to the air. In particular, since an AES performs elemental analysis and chemical state analysis of the specimen top surface (only a few nanometers down to the surface), much care is required.

A secondary electron image (SEI) in Fig. 19 reveals that the particles in the specimen have porous-like structures. Some Li-ion battery powder materials possess such porous-like structures in the particles (shown in Fig. 19) at the process where raw material particles are mixed and fired. CP can mill a cross section of particle even including a porous-like structure. Thus, CP is powerful and suitable for the analysis of such Li-ion battery powder materials. We acquired an Auger spectrum for an area enclosed with a red circle in Fig. 19 and performed the quantitative analysis based on the absolute intensity quantification method. As a result, it was found that Mn, Co and Ni exist with a ratio of approximately 1:1:1 and when converting the result into the atomic concentration except for C, the resultant concentration becomes approximately 13 to 14%. These concentration values are close to those obtained by XRF in Fig. 15, thus the values are considered to indicate the atomic concentrations of the particles.

Next, as is shown in an SEI in Fig. 20, SEM-EDS analysis was performed for the same area measured with AES shown in Fig. 19. The analysis results are indicated in the table in Fig. 20. Compared to the quantification result of AES, it is found that difference of the atomic concentrations between Mn, Co and Ni is only 2%; thus indicating the same values to each other.

The quantitative analysis results are summarized in Table 4. For both the surface analysis and the bulk analysis, the results obtained by AES, which are based on the absolute intensity quantification method, demonstrate high accuracy in comparison with the other analysis methods. That is, the difference in the atomic concentrations of Mn, Co and Ni is confined within approximately 2% and also, the error in the quantification value of Li is estimated to be a few %. Thus, it should be emphasized that the absolute intensity quantification method provides substantial accuracy for the quantitative analysis of Li, and the use of AES will be applied to various purposes for investigation of Li-ion battery powder material, from local area analysis to the average area analysis.

Conclusions

Nowadays, vigorous development of Li-ion battery is carried out by researchers around the world and a large number of reports have been issued. Under this circumstance, knowledge about Li behaviors and Li distributions with various chemical states at a local area in the Li-ion battery is strongly demanded, which are the basics of the development of their electrical properties. AES and XPS are only a few methods that can meet those needs. Those methods enable us to detect and quantify Li. Furthermore, commercially available AES instruments can perform mapping in a nano-area. However especially for AES, there exists misunderstanding that it is difficult to analyze Li, thus the AES instrument are not used very much for such purposes.

As the authors introduced in this article, the analysis of Li by AES is very effective like the analysis by XPS. These two instruments can detect Li with high sensitivity. In addition, when using the absolute intensity quantification method, AES enables one to obtain reliable quantitative analysis results comparable to the other analysis methods. Sufficient utilization of AES and XPS can complement the data obtained with instruments that cannot directly measure Li (TEM, SEM, EPMA, XRF, etc.). By the use of overall data with such analytical methods, the authors will expect Li distributions and Li behaviors to be revealed.
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A new wavelength dispersive soft X-ray emission spectrometer (WD-SXES) consisting of a pair of newly designed varied-line-spacing gratings: JS50XL and JS200N, X-ray focusing mirrors and a detector of a charge-coupled device has been developed for soft X-ray emission spectroscopy. This WD-SXES, which covers nominally the X-ray energy range between 50 and 210 eV, has successfully been installed for commercial use to electron probe X-ray microanalyzers and scanning electron microscopes. The high energy resolution Spectrum mapping software has been developed using a parallel detection system. The observed area is flexibly applied from micron square to 9 × 9 cm².

The energy resolution of this WD-SXES was evaluated to be 0.2 eV from the Fermi edge of the Al-L spectrum. The Li-K and Li-satellite-K emission spectra due to lithium metal and lithium fluoride were observed for the first time in EPMA. The detection limit of lithium was estimated in a 5 mass% Li-Al alloy to be 40 ppm in mass. The Li-K and Li-satellite-K emission spectra from samples of a lithium ion battery anode were measured and mapped in an area as large as 30 × 80 mm² under three different charging conditions. A clear distinction in spectra due to chemical states of lithium shows a high potential for the characterization of lithium ion battery anodes.

For the trace element analysis of boron, carbon and nitrogen in steel, their linear calibration curves could successfully be obtained in the composition range between 10 and 100 ppm in mass. This method could detect their concentrations as small as 10 ppm in mass. The trace element analysis of light elements in other materials than steel could possibly be performed at this level of concentrations.

Effects of compiling spectra obtained with the WD-SXES are described for fulfilling the need for comparing observed spectra with the ones compiled to identify the chemical state.

1. Introduction

A new wave-length dispersive spectrometer (WDS) to detect ultra-soft X-rays for soft X-ray emission spectroscopy (SXES) has first been designed and developed for transmission electron microscope (TEM) by Terauchi et. al. [1] This spectrometer may be called a wavelength dispersive soft X-ray emission spectrometer (WD-SXES). It consists of an aberration-corrected, concave, varied-line-spacing grating as a wavelength dispersive element, X-ray reflection mirrors and a charge-coupled device (CCD) as a detector. Terauchi and his group have successfully made a series of investigation on chemical structures of valence electrons in light elements and their compounds with this WD-SXES installed to a TEM [2, 3, 4]. Encouraged by
their success, we have developed a new WD-SXES installed to electron probe X-ray microanalyzers (EPMAs): JXA-8100, JXA-8500F, JXA-8230 and JXA-8530F and two scanning electron microscopes (SEMs): JSM-7800F and JSM-7100F as shown in Fig. 1. Characteristic features and a few applications of the WD-SXES installed to EPMAs and SEMs are briefly reported in this paper.

2. Characteristic features

Soft X-ray emission spectroscopy (SXES) has an inherent difficulty due to low efficiency of the soft X-ray emission and detection. This difficulty met in TEM-SXES can partly be overcome by installing the WD-SXES to EPMAs, which have a capacity producing far larger probe currents. In fact, the acquisition condition parameter (AQ) defined as the beam current times the acquisition time is usually expressed as a unit of nA-min for TEM whereas as a unit of μA-min for EPMA. One other difference in the acquisition conditions between TEM- and EPMA-SXES is the accelerating voltage of the electron probe. It was so far fixed at 100kV for TEM-SXES [2] whereas it can be varied at a few kV for EPMA-SXES. One of the intensity measurements of accelerating voltage dependence of soft X-ray emission spectra is shown in Fig. 2. In this figure, the Al-L spectrum was measured with a probe current of 100 μA for measuring time of 60 s at six accelerating voltages: 1, 2, 3, 5, 10, 15 and 20 kV. The optimum value for the Al-L spectrum was experimentally determined to be 5 kV. In the following, the accelerating voltages were selected to be a few kV depending on the spectra.

The two varied-line-spacing gratings: JS50XL and JS200N have been developed for all of TEM, EPMA and SEM. Nominally, the former JS50XL covers the X-ray energy range between 50 and 170 eV whereas the latter JS200N between 70 and 210 eV. Experimentally the energy range of JS50XL can be extended down to 46 eV. The both gratings have been set in one channel as a pair in EPMAs and SEMs so that the WD-SXES for EPMAs and SEM covers the X-ray energy range between 50 and 210 eV. In this energy range, spectra such as Li-K (54 eV), Al-L(72 eV), Si-L(92eV), P-L(119eV) and B-K (182eV) are located. Because the varied-line-spacing grating is used as a wavelength dispersive element, the X-rays with higher energy than the one in the range previously described can also be detected as the higher order spectra so that the energy range up to 700 eV can practically covered. In the case of the K emission, C (277 eV), N (392 eV), O (525 eV) and F (677 eV) can be well detected. L emission spectra of Ti, V, Cr, Mn and Fe, and M emission spectra of Zr, Nb, Mo, Ag, Cd, Sn and Sb, can be also observed. N emission spectra of Hf, Ta, W, Re, Pt, Au, Bi, a few Lanthanides such as U, can successfully be observed quite recently.

One other characteristic feature of the WD-SXES is robustness of the system and easiness of data acquisition. The varied-line-spacing grating and CCD detector are both set rigidly without any movable part, resulting in an excellent reproducibility. Furthermore, spectra within the covered energy range by the wavelength dispersive elements can be measured and acquired simultaneously, just like ordinary energy dispersive spectroscopy. This parallel detection of spectra enables to acquire a spectrum map from which elemental maps and chemical state maps can be drawn.

The size of area of analysis ranges from nanometer to micrometer in diameter in TEM. It becomes three orders of magnitude larger from micrometer to millimeter in EPMA and SEM. When the scanning stage is used in EPMA, the area as larger as 90 × 90 mm2 can be analyzed. The installment of WD-SXES to EPMAs and SEMs makes SXES serve not only as a method of fundamental research on the chemical structure of valence electrons in elements and compounds but also as a method of the characterization of functional

---

Fig. 1 External views of the wavelength dispersive soft X-ray emission spectrometer attached to EPMAs: JXA-8230 (a) and SEM: JSM-7800F (b).
materials. The latter method has a potential for being extended to quality control of functional materials in industrial products.

3. Applications

3-1. Emission Spectra of Lithium and Lithium Compounds

3-1-1. Li-K emission spectrum of lithium metal and Li-satellite-K peak obtained from lithium fluoride

Figure 3 (a) shows a Li-K emission spectrum obtained from lithium metal. This spectrum was acquired under the following condition; five different positions were measured with a probe current of 0.1 μA at an accelerating voltage of 15 kV; the measuring time at one position was 30 s so that the total time of the measurement for the spectrum was 150 s; AQ was 0.25 μA-min. The extension of the detection range down to 50 eV made the Li-K emission spectrum fully observed with its peak around 54 eV. This Li-K emission spectrum due to lithium metal was the first one observed in EPMA.

Figure 3 (b) shows a spectrum obtained from lithium fluoride in the same energy range as the one in Fig. 3(a). At present, we have not succeeded to observe a genuine Li-K spectrum due to lithium fluoride. No appreciable intensity peak was observed in the energy range shown in Fig. 3(b) under a condition of a broad beam with a size of 30 μm in diameter even after 30 s. But once the beam was focused, the spectrum shown in Fig. 3 (b) started to be observed. Its acquisition condition was the same as the one in Fig. 3 (a), except the accelerating voltage decreased to 5 kV. In addition to the spectrum due to the Li-K emission shown in Fig. 3 (a), it shows a Li-satellite-K peak was used to monitor chemical state of lithium in a lithium ion battery anode in the following section.

3-1-2. Li-K and Al-L emission spectra of a 5 mass% Li-Al alloy

(Energy resolution and detection limit)

Figure 4 shows a soft X-ray emission spectrum of a 5 mass% Li-Al alloy in an energy range between 47 and 100 eV. The spectrum was acquired under the following condition, which is also shown in the figure; five different positions were measured with a probe current of 2 μA at an accelerating voltage of 5 kV; the measuring time at one position was 60 s so that the total time of the measurement for the spectrum was 300 s. Under this condition, AQ was 10 μA-min. At a higher energy range around 70 eV, the Al-L emission spectrum was beautifully observed and at a lower energy range around 54 eV, the Li-K emission spectrum was also observed. Because the peak of the latter spectrum was small, an enlarged spectrum is shown at the bottom left of the figure. The Al-L emission spectrum shows a sharp edge corresponding to the Fermi-edge (E_F) at the highest energy of the peak. The energy resolution was evaluated to be 0.2 eV from this portion of the spectrum. The left side of the profile from the Fermi-edge corresponds to the density of state of valence band. From the spectrum

![Image](https://example.com/image.png)

Fig. 2 The Al-L spectra measured for a time of 3 x 30 s with a probe current of 0.3 μA at five different accelerating voltages; 2, 3, 5, 10 and 15 kV.
Fig. 3 (a) Li-K emission spectrum of Li metal and (b) Li-satellite-K and Li-K emission spectra from LiF.

Fig. 4 A soft X-ray spectrum of 5mass% Li-Al alloy in an energy range between 47 and 100 eV.
intensity of the Li-K emission, the detection limit (C_{DL}) of lithium was estimated to be 40 ppm in mass based on the following equation:

\[ C_{DL} = \frac{\sqrt{2} \times C}{\sqrt{P \times \frac{P}{B} \times t}} \]

where \( P \) and \( B \) are peak and background intensities (counts/s), \( t \) is time (s) and \( C \) is the concentration of the element [5].

### 3-1-3. Change of chemical states of lithium due to charging in a Lithium-ion battery anode

Three samples A, B and C of a lithium-ion battery anode with different charging conditions: 0% (A), 30% (B) and 100% (C), were supplied as sealed separately in three glove bags filled with Ar gas. They were transferred to a sample holder in a glove-bag type of wrapper filled with Ar gas, which covered both the sample holder and the insertion chamber of the EPMA as shown in Fig. 5 (a). Though cumbersome, this precaution was necessary to avoid chemical reactions of the sample surface in the ordinary atmosphere. The three samples, each of which had a length of 50 mm and a width of 30 mm, were mounted to the sample holder side by side as shown in Fig. 5(b). A large area with a size of 16 × 50 mm$^2$ was selected for mapping of chemical state of lithium. The area consisted of A, B and C was divided into 50 × 10 pixels so that the interpixel distance was 1.0 mm in the length direction and 1.6 mm in the width direction. The intensities of soft X-rays emitted by an electron probe with a diameter of 1 μm with a current of 0.8 μA at an accelerating voltage of 2 kV was acquired for 60 s/pixel in an energy range between 48 and 165 eV. Three maps constructed by using the X-rays in three energy ranges corresponding to Li-satellite-K (49 - 51 eV), Li-K (53 - 55.5 eV) and C-K of the 4th order (nominally 66 - 70 eV) are shown in Fig. 6. The map due to the Li-satellite-K on the left hand side apparently corresponded to the amount of charging; the intensity of Li-satellite-K emission increased with the increase in the amount of charging. The map in the middle in Fig. 6 indicated that the metallic lithium formed locally and distributed heterogeneously under the fully charged condition. The map due to C-K of the 4th order on the right hand side in Fig. 6 indicated the intensity distribution due to graphite; one other important constituent of the anode. Under the fully discharged condition, the intensity was strongest. When the amount of charging increased by 30%, it decreased substantially. But it stayed the same level, even though the amount of charging increased to 100%.

Three typical spectra corresponding to the three different conditions were shown in Fig. 7. Figures
7(a) and 7(b) show the spectra in one energy range between 48.5 and 59.5 eV and in the other energy between 62 and 74.5 eV, respectively. The former energy range covered the Li-satellite-K and Li-K emission with overlapped C-K of the 5th order, whereas the latter C-K of the 4th order. They were visually selected from the typical pixels observed in the three maps shown in Fig. 6. As shown in Fig. 7(a), the Li-satellite-K and the Li-K were not observed in the fully discharged anode, whereas the Li-satellite-K was observed in the charged anodes at around 50 eV and the Li-K was clearly observed in the fully charged anode. The change in the intensity of the C-K the 4th order shown in Fig. 7(b) was the same as explained in Fig. 6. One thing to be noticed was the observed shoulder around 69.5 eV due to the π bond in the profile of the fully charged anode.

3-2. Trace element analysis of nitrogen in steel

The WD-SXES has a very high potential for analyzing trace elements in steel. Slightly extra endeavor and precaution extend the range of trace element analysis to the lower concentrations. In the ordinary EPMA, the calibration method is usually used in lower concentration ranges which need a series of reliable standard specimens. The standard deviations of calibration curves determine the concentration limit as well as the accuracy of measured concentrations. With the WD-SXES, the better intensity ratio of peak to background can be obtained. Furthermore, the better energy resolution of the WD-SXES produces a genuine target spectrum well separated from overlapped spectra often taken place, and well defined background intensities not far away from the spectrum so that the intensity of the target spectra of the element of interest very close to the genuine one can be obtained.

As preliminary experiments, calibration curves of boron, carbon and nitrogen in steels were tried to be obtained within their each concentration range between 10 and 100 ppm in mass. The signal of each characteristic X-rays from the trace elements: B-K, C-K of the 2nd order and N-K of the 2nd order, could be unambiguously observed. The calibration curves for the three trace elements were linear. These straight lines indicated that the concentration range of 10 ppm in mass could be detected with this method. The results of the present experiments strongly suggest that the similar method can also be used for the elemental analysis of trace element analysis in semiconductors.

3-3. Compilation of spectra

One of the main purposes for the development of the WD-SXES was to extend the limit of the lower energy end of the wavelength dispersive X-ray emission spectroscopy in EPMA so that in the early stage of the development attention was mainly focused on the lower energy range of spectra. One of the successful results is the detection of the Li-K spectrum and its application to monitor the chemical state of lithium in a lithium ion battery anode described in the previous section. Because of the higher energy resolution of the WD-SXES, the shapes of the spectra well reflect the detailed state of the valence electrons. Naïve approach to use the spectrum shapes for the identification of the chemical state of the element concerned is to compare the observed shapes with the ones previously obtained for the standard specimens. Tentative compilation has been published as an appendix in the leaflet prepared for the first JEOL seminar on Soft X-ray Emission Spectroscopy [6]. It contains a number of spectra of elements such as Li, Be, B, C, N, O, F, Mg, Al, Si, P and S in the states of either pure elements or compounds.

We are now trying to add more spectra in the compilation. One of the efforts is to measure and compile spectra of the standard specimens for EPMA. There are 32 pure elements commercially available as the standard specimens. Their spectra in the energy range between 50 and 210 eV have been

![Fig. 6 Three maps constructed by using the X-rays in the three energy ranges corresponding to Li-satellite-K (left), Li-K (middle) and C-K of 4th order (right). Each map covered an area as large as 16 \times 50 \text{mm}^2\text{ consisted of three samples with different amount of charging: 0\% (A), 30\% (B) and 100\% (C).}](image-url)
measured using both dispersion elements; JS50XL and JS200N in the following condition; accelerating voltage: 5 kV, probe current: 100 nA, and acquiring time: 5 × 60 s. One of the examples of the spectra obtained in this series of the systematic effort is shown in Fig. 8. Each spectrum of metal Pt and Au in the sixth row of periodic table of the elements show one distinct peak consisting of two sub-peaks in the energy range between 120 and 150 eV together with a few additional peaks in the lower energy range. As far as the present authors are concerned, these peaks have not explicitly been reported in the literature, especially in the energy range shown in the figure. Based on the table on X-ray wavelengths [7], the peaks in those spectra were assigned as shown in the figure. Roughly speaking, the shapes of two spectra look rather similar, except the shift of the peak position to higher energy by about 50 eV with increasing the atomic number from Pt to Au. The similar systematic energy shift of the peaks has been observed in spectra of a series of the sixth row elements; starting from Hf, continuing Ta, W, Re, Os, Ir, Pt until Au. Although the shapes of the peaks of Pt and Au are similar, slight difference may be noticed. Many features in these series of spectra including the peaks described above are awaited to be explained.

4. Conclusion

A newly developed wavelength dispersive soft X-ray emission spectrometer (WD-SXES) with two kinds of gratings (JS50XL and JS200N) were installed to EPMA. It covered the energy range between 50 and 210 eV for commercial use. Experimentally the energy range could be extended down to 46 eV. The energy resolution of this WD-SXES was 0.2 eV which was evaluated from the Fermi edge of the Al-L spectrum.

The Li-K and Li-satellite-K emission spectra due to lithium metal and lithium fluoride were observed for the first time in EPMA. The detection limit of lithium was estimated in a 5 mass % Li-Al alloy to be 40 ppm in mass. The Li-K and Li-satellite-K emission spectra from samples of a lithium ion battery anode were measured and mapped in an area as large as 16 × 50 mm² under different charging conditions. A clear
distinction in spectra due to chemical states of lithium shows a high potential for the characterization of lithium ion battery anodes.

For the trace element analysis of boron, carbon and nitrogen in steel, their calibration curves could successfully be obtained in the composition range between 10 and 100 ppm in mass. This method could detect their concentrations as small as 10 ppm in mass. The trace element analysis of light elements in other materials than steel could possibly be performed at this level of concentrations.

Efforts of compiling spectra obtained with WDS-XES are under way. The tentative compilation was published as an appendix in the leaflet prepared for the first JEOL Seminar on X-ray Emission Spectroscopy. During the present undertaking, quite a few observed peaks of heavy elements have been found that they have not been reported in the literature. It is emphasized that many aspects of spectra await explanation.
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Analysis of Organic Thin Films by the Laser Desorption/Ionization Method Using the JMS-S3000 “SpiralTOF”
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Laser Desorption/Ionization-Time of Flight Mass Spectrometry (LDI-TOFMS) is generally used for analysis of organic compounds because this technique generates little fragmentation of molecular ions at ionization. It makes possible to obtain information on molecular weights and molecular structures in organic compounds. In particular, a technique which uses the matrix compounds for enhancing ionization efficiency is well known as Matrix-Assisted Laser Desorption/ Ionization-Time of Flight Mass Spectrometry (MALDI-TOFMS). This technique is widely used in the bio markets owing to its capability of ionizing proteins and peptides with the molecular weights of several thousands to several hundreds of thousands. The MALDI-TOFMS is also utilized for analysis of synthetic polymers. In many cases, LDI-TOFMS and MALDI-TOFMS have been used to estimate the molecular weights of organic compounds in solution. But very recently, techniques of imaging mass spectrometry, which controls the laser irradiation position by two-dimensional scan to acquire mass spectra for visualizing localization of chemical compounds with specific molecular weights, have been improved. The application of this innovative technique is increasingly spreading in the bio markets. The technology of Imaging Mass Spectrometry has been advancing for analyzing biological tissue sections, but in the future, it is expected to develop toward the material science markets. It is noted that various surface analytical techniques are already available in the material science markets. In order to study the advantages of LDI-TOFMS as one of effective surface analysis tools, it is essential to consider the complementary analysis of LDI-TOFMS with the existing surface analytical techniques. In this article, the advantages of using LDI-TOFMS for analyzing organic light-emitting diode material thin films, in accordance with comparison with Time-of-Flight Secondary Ion Mass Spectrometry (TOF-SIMS), X-ray Photoelectron Spectroscopy (XPS) and Scanning Electron Microscopy/Energy-Dispersive X-Ray Spectroscopy (SEM/EDS), have been studied. In addition, since LDI-TOFMS is a destructive analytical technique, the influence on the sample surface caused by LDI-TOFMS was also examined.

Introduction

The surface analytical techniques irradiate an electron beam, an ion beam or X-ray on the surface of the sample for investigation of its morphology and physical characteristics based on the interactions between the beam and substances existing on the sample surface. To observe the sample morphology, an optical microscope and an electron microscope are mainly used. To study the sample characteristics, a wide range of techniques is available depending on the incident particles (beam) and the signals to be detected. They include Electron Probe Microanalysis (EPMA), Auger Electron Spectroscopy (AES), X-ray Photoelectron Spectroscopy (XPS) and Time-of-Flight Secondary Ion Mass Spectrometry (TOF-SIMS). In recent years, electronic devices are frequently composed of organic compounds such as organic semiconductor, organic light-emitting diode (OLED) and organic film solar cell, and the use of them will be expected to further expand. It is increasingly important to inspect organic-compounds and their degradation mechanism in the products. Among surface analytical techniques, AES and XPS are capable of obtaining chemical bonding states or information on functional groups in chemical compounds, but those techniques have a difficulty in structural analysis of organic compounds. The TOF-SIMS is a mass spectrometry technique well known as a surface analytical technique. By using the dynamic SIMS, fragmentation of the molecular ions is likely to occur at ionization, thus making it difficult to apply SIMS to analyze organic compounds. Recently, techniques which utilize metallic clusters or gas clusters as a
primary ion beam attached to TOF-SIMS have been succeeded to ionize more softly. These techniques are expected to expand the TOF-SIMS applications for organic compounds.

This article reports on Laser Desorption/Ionization-Time of Flight Mass Spectrometry (LDI-TOFMS). As a technique that utilizes the laser desorption mechanism, Matrix-Assisted LDI-TOFMS (MALDI-TOFMS) is in widespread use, which enables ionization of a variety of chemical compounds by properly combining a sample with matrix compounds enhancing ionization. Around 2000 year, the number of installed MALDI-TOFMS has been dramatically increased aiming to analyze proteins and peptides. Moreover in the material analysis fields, MALDI-TOFMS has been utilized for the analysis of synthetic polymers. The use of the matrix is essential for the measurement of these large-molecular weight organic compounds, thus the ionization technique using laser is generally called “MALDI”. But, there are many chemical compounds which can be ionized only with laser irradiation. In this case, the used ionization technique is simply called “LDI”.

Most of mass spectrometry techniques analyze samples in solution. MALDI-TOFMS also mixes the sample solvent and the matrix solvent to crystallize them by dropping on a target plate. By irradiating the co-crystal of matrix and sample compounds with the ultraviolet, MALDI-TOFMS ionizes various organic compounds contained in the sample and performs mass separation. In recent years, imaging mass spectrometry that adopts MALDI-TOFMS [1,2], which can acquire information about localization on the sample surface, is demonstrating technological improvement and therefore, the use of this unique technique is increasingly spreading. In Imaging Mass Spectrometry, the matrix is sprayed uniformly onto the sample surface and mass spectra are acquired while the laser irradiation position to the sample is two-dimensionally scanned. This process allows acquisition of information on two-dimensional distributions of specific chemical compounds. Imaging Mass Spectrometry has been expanding its applications to the bio markets from its dawn, including proteins, peptides, lipids, drugs and their metabolites. Most of the subjects for this technique are biological tissue section. On the other hand, in accordance with the establishment of biological tissue sectioning techniques, the users gradually start to study the application of Imaging Mass Spectrometry to the material analysis markets and also, this technique is expected to visualize information on localization of organic compounds on a thin film or a solid surface. In order to make Imaging Mass Spectrometry more effective in the material analysis markets, it is very important to carry out complementary analysis with the existing surface analytical techniques. In this article, the fundamental experiments using the JMS-S3000 “SpiralTOF” to examine LDI-TOFMS as one of surface analytical techniques were reported. The comparison with information obtained by XPS and TOF-SIMS and the influence of laser irradiation onto the surface of the organic thin film made of OLED material were examined.

**Sample**

For complementary analysis among LDI-TOFMS, TOF-SIMS and XPS, N,N'-Di(1-naphthyl)-N,N'-diphenylbenzidine (α-NPD), which is a material for a hole transport layer of an OLED, was deposited onto a Si substrate with 600 nm thick (hereinafter, called “α-NPD/Si”). In addition, in order to examine the influence of LDI on the sample surface, the author prepared a different sample of another Si substrate where a material for a hole transport layer of an organic EL (4,4',4'''-Tris[2-naphthyl(phenyl)amino]triphenylamine (2-TNATA) of a thickness of 700 nm) was deposited onto the substrate and furthermore, α-NPD of a thickness of 1300 nm was deposited onto the prepared layer (hereinafter, called “α-NPD/2-TNATA/Si”).

**Analyses of Organic Thin Film Using LDI-TOFMS, TOF-SIMS and XPS**

The JMS-S3000 “SpiralTOF” was used as an LDI-TOFMS. **Figure 1(a)** shows the external view of the SpiralTOF. The biggest feature of the SpiralTOF is adopting a JEOL originally-developed spiral ion trajectory (Fig. 1(b)) and this trajectory is formed by four hierarchical electrostatic sectors. The flight distance of 1 cycle is 2,093 m and the SpiralTOF achieves an effective flight distance of 17 m at 8 cycles. Here, the mass resolution of TOFMS is proportional to the flight distance. The general effective flight distance of the reflector TOFMS is approximately a few meters, but the SpiralTOF which has an effective flight distance of 17 m can achieve the world-highest mass resolution among MALDI-TOFMSs. Furthermore, the electrostatic sectors which forms the spiral ion trajectory makes it possible to eliminate the fragment ions during their flight, thus a mass spectrum with little noise can be acquired. By attaching the TOF-TOF option [4], it is possible to perform structural analysis with the Tandem Mass Spectrometer (MS/MS). The high energy CID (collision-induced dissociation) could provide much structural information rather than low energy CID used in major MS/MS instruments. The SpiralTOF is equipped with a Newport Nd:YLF (349 nm) as an ionization laser source. The laser irradiation diameter onto the sample surface is approximately 20 µm and the laser intensity is 60 μJ at 100 % laser setting. α-NPD and 2-TNATA are ionized without requiring the matrix, so the experiments were performed by acquiring the mass spectra using LDI-TOFMS. **Figure 2(a)** shows a mass spectrum (m/z 10 to 800) acquired by fixing the laser irradiation position on the α-NPD/Si and by accumulations of 250 times. Only molecular ions of α-NPD are observed in the mass spectrum and it is found that ion fragmentation is very little at the ionization. Using the TOF-TOF option, the author acquired a product ion spectrum by selecting the observed molecular ions. **Fig. 2(b)** shows the observation result of the created fragment ions and the estimated fragmentation position of fragmentation. By the use of the High-Energy
CID technique, sufficiently much information was obtained to estimate the molecular structure.

The Ar gas cluster ion beam source attached to JEOL JMS-T100LP “AccuTOF LC-plus” developed in Matsuo Group at Kyoto University [5] was used for TOF-SIMS experiments. **Figure 3**(a) shows its external view. **Fig. 3**(b) shows a mass spectrum (m/z 0 to 800) which was acquired with the primary ion beam of Ar cluster ions (accelerating voltage: 10 kV) that irradiates on the “α-NPD/Si”. The molecular ion peak of α-NPD ([M]+) was observed. However, the fragment ions were also observed with noticeable abundance in low mass range, (m/z 100 to 500), compared to LDI-TOFMS. This may be due to two reasons. One is the fragment ions generated from α-NPD at the ionization. It was considered reasonable because the pattern of the product ion spectrum in Fig. 2(b) is relatively similar to the mass spectrum acquired with TOF-SIMS. On the other hand, the measurement region in depth direction by TOF-SIMS is confined to only 10 nm or less from the top surface of the sample, thus many chemical background peaks produced from surface contamination. Since Ar cluster ions are used for the primary ion beam, the mass spectrum achieves the littlest fragmentation among TOF-SIMSs. However compared to LDI-TOFMS, it should be taken into consideration the influence of the fragmentation or a remarkable influence of sample-surface contamination on the mass spectrum. TOF-SIMS makes it possible to perform high spatial resolution mapping and depth profiling by monitoring molecular ions or major fragment ions. For example during the mapping, a spatial resolution of 1 μm or less is achieved, indicating that this resolution performance is higher than that obtained by Imaging Mass Spectrometry using the present MALDI-TOFMS (typically a few tens of micrometers). But, when taking account of the fact that many fragment ions and the background originating from the surface contamination are observed, this technique is applicable only to the ions of major components. The chemical compounds deriving from the major components in degradations expected to be minor components; therefore, distinction with fragment ions or with surface contamination may become difficult.

The JEOL JPS-9010 was used for XPS experiments. **Figure 4**(a) shows its external view of the JPS-9010. The analysis area was set to be 1 mm diameter. **Fig. 4**(b) and (c) show the measurement result of α-NPD/Si. A spectrum shown in Fig. 4(b) is a wide spectrum (energy resolution: 1.7 eV equivalent to Ag3d(3/2) and the peaks of C and N which are constituent elements of α-NPD are clearly observed. In the spectrum obtained by XPS, which is a top-surface analysis instrument like TOF-SIMS, a Si peak originating from a substrate is not observed. Furthermore, a narrow spectrum (energy resolution: 0.5 eV equivalent to Ag3d(3/2)) was acquired from the vicinity of the C peak. It was able to understand the peaks including the information on C-C

---

**Fig. 1** (a) External view of the JMS-S3000 (when the Linear TOF option and the TOF-TOF option are attached), and (b) the schematic of the spiral ion trajectory in the JMS-S3000.
bonding and the C-N bonding. As compared to mass spectrometry techniques (LDI-TOFMS, TOF-SIMS, etc.), XPS provides non-destructive analysis and also can perform quantitative analysis which is difficult in mass spectrometry caused by ionization uncertainty. However, when the sample is an organic compound formed by a combination of limited elements, it is not easy to quantitatively analyze mixtures in the compounds with an XPS instrument. In particular, it is estimated that, when the limited elements are mixed as minor components where the composition of a degradation product does not change largely, the separation of their spectral peaks becomes more difficult.

As described above, the chemical information from LDI-TOFMS with both TOF-SIMS and XPS, which are the existing surface analytical techniques, are compared. The advantages of LDI-TOFMS in the analysis of organic compounds are the followings. LDI-TOFMS enables one to confirm mainly molecular ions from the mass spectrum and also, makes it possible to perform structural analysis through MS/MS analysis. These powerful features play a significant role especially in the analysis of
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Fig. 2 (a) Mass spectrum of $\alpha$-NPD acquired by LDI-TOFMS. Peaks indicating the molecular information on $\alpha$-NPD are clearly observed. (b) MS/MS spectrum of $\alpha$-NPD. Peaks well reflecting the structures of $\alpha$-NPD are observed.
organic mixtures which exist on the sample surface. Also in degradation analysis, this technique is expected to allow the analysis of a minor component which is a degradation product created from the major component.

**Influence of Laser Irradiation on the Sample Surface**

The influence of laser irradiation on the sample surface by using the Scanning Electron Microscope/ Energy-Dispersive X-ray Spectrometer (SEM/EDS) was confirmed. Figure 5(a) shows the external view of the instrument used for this experiment, JEOL SEM JSM-7001FTTLLV equipped with the OXFORD Instruments AZtec Energy Standard X-Max50. Fig. 5(b) shows an SEM image of an irradiation scar after the sample surface was irradiated with a laser beam under the conditions of laser intensity 40% and the number of laser shot of 250. From this SEM image, the ablation of organic thin-film layers was observed at a diameter of 35 μm in the scar after the laser irradiation. In addition, Fig. 5(c) and (d) respectively show the analysis result of EDS spectra acquired from the irradiation scar.

---

**Figure 3**

(a) TOF-SIMS possessed by Matsuo Group, and (b) a mass spectrum of α-NPD mass spectrum acquired with TOF-SIMS. In addition to peaks indicating the molecular information on α-NPD, many peaks are observed, which are considered to originate from the fragment ions of α-NPD and the surface contamination.

**Figure 4**

(a) External view of the JPS-9010, and (b) a wide spectrum of α-NPD/Si. C and N which are constituent elements of α-NPD are clearly observed. (c) A narrow spectrum of α-NPD/Si and a narrow spectrum in the vicinity of C allows observation of peaks indicating the C-C bonding and C-N bonding.
Fig. 5 (a) External view of the JSM-7001FTTLIV. (b) SEM image of an irradiation scar acquired after laser irradiation of the sample surface with laser intensity 40 % and the number of laser spot of 250. (c) EDS analysis result obtained from an area of a laser irradiation scar and an area in the vicinity of a laser irradiation scar. The result indicates that organic thin-film layers penetrate into the scar, confirmed by observation of Si from the laser irradiation scar and of C from the vicinity of the irradiation scar.

Fig. 6 (a) Ion intensity transitions of $\alpha$-NPD and 2-TNATA when $\alpha$-NPD/2-TNATA/Si is fixed and measured. Mass spectra acquired with the number of laser shot of 0 to 50 (b) and 100 to 150 (c) are also shown, respectively.
and from an area on which organic thin-film layers exist near the irradiation scar. The peaks of Si and C were observed from the former and latter spectrum, respectively, indicating that the laser irradiation allows penetration of the organic layers into the scar to be confirmed.

Mass spectra of α-NPD/2-TNATA/Si were acquired under the conditions of laser irradiation position fixed and laser intensity 40%. Figure 6(a) shows the plot diagram of ion intensity variations of molecular ions of α-NPD and 2-TNATA with respect to the number of laser shot. The ion intensity of α-NPD on the upper layers decreased as the number of laser shot increases. On the other hand, 2-TNATA on the lower layers started to be observed in the mass spectrum when the number of laser shot reached 100. Fig. 6(b) and (c) respectively show the accumulation mass spectrum acquired with the number of laser shot of 0 to 50 and 100 to 150 are shown in Fig. 6(b) and (c), respectively. The fragment ions are hardly observed in both spectrum and the 2-TNATA is clearly appeared in only Fig. 6(c). However, α-NPD on the upper layers was still observed even after 2-TNATA on the lower layers started to be observed. It is expected that as the number of laser shot increases, the ionization region spreads in the plane direction as well as in the depth direction. The variation of the number of laser shot for the appearance of 2-TNATA in the mass spectrum according to the laser intensity is shown in Fig. 7. It is found that, as the laser intensity increases, 2-TNATA appears even when the number of laser shot is decreased. This result indicates that the influence of depth is affected by the number of laser shot and the laser intensity.

From these results, the author found that the influence of laser irradiation on the sample surface changes greatly depending on the laser irradiation conditions (laser intensity and the number of laser shot). For the depth direction, the present experiments indicate that the comprehensive information on regions between 100 nm and 1 μm is obtained. Compared to the measurement results obtained by top-surface analytical techniques such as XPS and TOF-SIMS, the present depth regions are considerably large. When increasing the number of laser shot and the laser intensity, the ionization region increases for not only in the depth direction but also in the plane direction, thus care is required for mapping.

**Summary**

This article reported on comparison and examination of organic thin-film analysis for LDI-TOFMS, TOF-SIMS and XPS. The XPS and TOF-SIMS have a difficulty in applying the techniques to multi-component samples. This is because XPS can obtain information only on elements and chemical bonding states, and TOF-SIMS makes a mass spectrum complicated caused by fragment ions. To the contrary, LDI-TOFMS can mainly observe molecular ions, thus it is suitable for the analysis of multi-components. In degradation analysis of organic chemical compounds in electronic parts, it
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Fig. 7 The number of laser shot at which 2-TNATA starts to be observed when the laser intensity is changed. As the laser intensity increases, the influence of laser irradiation on the sample surface becomes large.
is expected that the total element composition ratio does not change largely, thus LDI-TOFMS can be used as an important tool for identifying degradation components because this technique enables one to confirm molecular ions and to perform structural analysis by MS/MS. In addition, it may be considered that the amount of the degradation product is not so large compared to original compound; therefore, the use of LDI-TOFMS allows one to expect clear analysis because LDI-TOFMS produces almost no fragment ions at the ionization.

Furthermore, the SEM observation result which revealed the sample-surface states after laser irradiation clarified that the comprehensive information of 100 nm or more was obtained in the depth direction of a thin film in an organic EL material. Influence of laser irradiation on the depth direction depends on the laser intensity and the number of laser shot. When LDI-TOFMS is used, the information of depth direction is considerably larger than that obtained by XPS and TOF-SIMS, in which the typical analysis depth is 10 nm or less. In the analysis of thin films having structures in the depth direction using XPS or TOF-SIMS, it is often combined with ion etching because they are top-surface analytical technique. In this case, it is possible to perform depth profiling with high resolution to depth direction. On the other hand, when LDI-TOFMS is used, clear acquisition of the information in the depth direction is rather difficult compared to XPS and TOF-SIMS, but it may be considered that LDI-TOFMS can classify chemical compounds contained in the same thin-film layer.

Now, the use of the (MA) LDI-TOFMS is making it possible to acquire two-dimensional distributions of chemical compounds on the specimen surface in accordance with the progress of Mass Imaging technologies. In the future, by accumulating the knowledge about ionization of samples of thin films and the influence of laser irradiation on the sample surface, LDI-TOFMS will widely be applied as one of powerful surface analytical techniques.
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Table 1 Comparison of LDI-TOFMS with the other surface analytical techniques.

<table>
<thead>
<tr>
<th>Method</th>
<th>Probe</th>
<th>Detected signal</th>
<th>Spatial resolution</th>
<th>Depth direction</th>
<th>Chemical information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy-Dispersive X-ray Spectroscopy (EDS)</td>
<td>Electron</td>
<td>X-ray</td>
<td>1 µm</td>
<td>&lt; 1 µm</td>
<td>Element</td>
</tr>
<tr>
<td>Auger Electron Spectroscopy (AES)</td>
<td>Electron</td>
<td>Auger electron</td>
<td>10 nm</td>
<td>&lt; 10 nm</td>
<td>Element, Chemical bonding states</td>
</tr>
<tr>
<td>X-ray Photoelectron Spectroscopy (XPS)</td>
<td>X-ray</td>
<td>Electron</td>
<td>10 µm</td>
<td>&lt; 10 nm</td>
<td>Element, Chemical bonding states, Functional group</td>
</tr>
<tr>
<td>Time-of-Flight Secondary Ion Mass Spectrometry (TOF-SIMS)</td>
<td>Ion</td>
<td>Ion</td>
<td>100 nm</td>
<td>&lt; 10 nm</td>
<td>Element, Partial molecular structure</td>
</tr>
<tr>
<td>Laser Desorption/ Ionization-Time of Flight Mass Spectrometry(LDI-TOFMS)</td>
<td>UV light</td>
<td>Ion</td>
<td>10 µm</td>
<td>a few 100 nm</td>
<td>Molecular structure</td>
</tr>
</tbody>
</table>
Ultra-Low-Temperature-Probes
(UltraCOOL™ probe / SuperCOOL™ probe)

Katsuo Asakura and Naoyuki Fujii
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Introduction

Nuclear magnetic resonance (NMR) spectroscopy is an extremely important analytical technique, but its sensitivity is intrinsically very low. (Sensitivity in NMR measurements is defined by the signal-to-noise (S/N) ratio.) This is due to the fact that NMR utilizes radio frequencies, and electromagnetic waves at these frequencies have very low energy. Both Ultra-violet (UV) and visible light spectroscopy have much higher sensitivity than NMR as they utilize much higher energy electromagnetic waves, so allow analysis of micro samples.

Thus a relatively large amount of sample is required for NMR analysis compared to other spectroscopic techniques. However, NMR spectroscopy is of prime importance in chemical analysis because of the wide range of information it offers, often unobtainable by any other means, including the determination of the molecular structure of unknown samples.

But the low sensitivity of NMR is inevitably a major drawback in its use. In order to make structural analysis of e.g. natural products where sample amounts are limited, a realistic practicality, various methods have been devised to achieve higher sensitivity. Established methods, e.g. pulse & Fourier Transform (FT), offer improved accumulation efficiency. The use of higher magnetic fields by researchers and instrument manufacturers has also increased sensitivity and these approaches are now commonly implemented.

In addition, development of a wide range of probes has been on-going with the aim of more efficient detection of NMR signals. For example, a 10mm (large diameter) probe increases the sample volume to be detected and so increases the signal; this is good if there is sufficient sample available. Another example is a 3mm diameter (small-diameter) probe which is good for small amounts of samples by keeping the solution more concentrated. Another development is a capillary-type probe using a high-sensitivity solenoid coil instead of the standard Helmholtz coil which is used in probes in most superconducting FT-NMR systems.

As demonstrated in this article, instead of using a general purpose 5mm diameter NMR probe, a wide range of methods are available for enhancing sensitivity. However, it must be noted that these methods offer complementary features and should be selected according to the requirements of both the sample and the study.

However, when trying to increase the sensitivity using a 'normal' sample, these methods may not be applicable. For example, for samples of low solubility and limited sample quantity, it is inappropriate to use either the large-diameter or small-diameter probe. To overcome this limitation, we have developed probes that operate at ultra-low temperatures.

Ultra-Low Temperature Probes and Sensitivity

Ultra-low temperature probes cool various components (detection coil, etc.) used in the NMR system, to very low temperatures using liquid Helium (4.2K) or liquid nitrogen (77K) as coolant. The cooled detection circuits, which are critical components in signal detection, not only increase the coil sensitivity but also reduce thermal noise. By increasing the signal intensity and reducing noise, sensitivity is greatly enhanced (Fig. 1).

With these probes, the detection coil and the pre-amplifier (signal amplification circuit) are cooled separately. As the temperature is reduced, so the electrical resistance of the materials used for these circuits also reduces, resulting in an increase in the Q value. At the same time, thermal noise is also reduced, so the sensitivity of the probe is increased, the increase being inversely proportional to the absolute temperature. (Equation 1)

As is clear in Equation 1, the detection circuits cooled down to very low temperatures improve greatly the sensitivity. In UltraCOOL™ probes, the detection coil is cooled with liquid-helium, whereas in SuperCOOL™ probes the detection coil is cooled with liquid-nitrogen.
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For cooling the probe and the detection circuits, two systems are available. The ‘Closed System’ circulates cooled helium gas; the ‘Open System’ introduces liquid nitrogen directly into the detection coil. The UltraCOOL™ probe uses the ‘Closed System’, whereas the SuperCOOL™ probe may use either the ‘Closed System’ or the ‘Open System’. The ‘Open System’ requires a supply of liquid nitrogen, but does not require a coolant-circulation system, thus reducing both the initial probe cost and the maintenance cost. In both probe systems, the sample temperature is independent of the cooled detection circuits. In the UltraCOOL™ probe, the temperature difference between the detection coil and the sample is approximately 300°C. It is important that the coil is thermally isolated from the sample (Fig. 2 and Fig. 3). Therefore, the inside of the probe needs to be kept at high vacuum to ensure thermal insulation. The UltraCOOL™ probe achieves a sensitivity improvement of 4 to 5 times that of the equivalent room-temperature probe. In the case of the SuperCOOL™ probe, a sensitivity improvement of 2 to 3 times higher than that of a room-temperature probe is achieved.

As S/N improves by the square root of the number of accumulations, with an improvement in sensitivity of 4 to 5 times, the number of accumulations required to measure a spectrum to the same S/N ratio is therefore only 1/16 to 1/25. This offers significant time savings as measurements which conventionally required several days to complete may take only a few hours. This leads to a great improvement in operational efficiency of the NMR system (Fig. 4 and Fig. 5). In the measurement example shown in the figure below, the 13C measurement acquired with a conventional room-temperature probe required a large number of times. Use of the UltraCOOL™ probe enabled confirmation of all of the signals in one scan (Fig. 6).

In the INADEQUATE measurement (a famously insensitive experiment which gives information on 13C-13C bonding), almost all of the 13C-13C bonds are detected in an accepted period of time (43 hours) using the UltraCOOL™ probe (Fig. 7). The same experiment using a room-temperature probe would take 1075 hours (25 times longer than the UltraCOOL™ probe). Measurement periods of 45-days are generally not acceptable!

The UltraCOOL™ probe and the SuperCOOL™ probe are also capable of stable high-temperature measurements up to 150°C. Measurements at 150°C means a temperature difference greater than 400°C between the coil (near the sample) and the sample itself. However, detection of NMR signals is stable even when measurements require a long period of time (Fig. 8).

Summary

The newly developed UltraCOOL™ and SuperCOOL™ probes offer greatly enhanced sensitivity over conventional NMR probes, thus dramatically shortening the measurement time. These new probes can be used for NMR measurements at high temperatures with operability comparable to that of conventional room-temperature probes. Thus, the two new probes are expected to support high-temperature analysis in various fields, including the analysis of polymer samples.
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Metal at ambient temperature
The thermal motions of the atoms and the electrons are terrific.

Metal at very low temperature
The thermal motions of the atoms and the electrons are quiet.

The thermal noise and the electric resistance of circuit are large.

The thermal noise and the electric resistance of circuit are small.

Fig. 1 Electric circuit and temperature.
\[ S / N \propto \sqrt{\frac{Q \cdot \eta}{T_c + T_a}} \]

\( Q \): Q value of detection coil
\( \eta \): Filling Factor
\( T_c \): Coil temperature
\( T_a \): pre-amplifier temperature

Eq.1) Sensitivity (S/N).

Fig. 2 Schematic illustration of UltraCOOL probe.

Fig. 3 Peripherals of UltraCOOL probe.
Fig. 4 Appearance of UltraCOOL probe.

S/N = 3600

Fig. 5 $^{13}$C sensitivity. 800MHz, ASTM, 1 scan.

Fig. 6 $^{13}$C[$^1$H] 1D experiment. 800MHz, 29 mg codonopilates in CDCl$_3$. 
Fig. 7 $^{13}$C 2D-INADEQUATE 800MHz, 10 mg paoniflorin in CD$_3$OD, 512 scans (ca. 43 h).

Fig. 8 polypropylene in ODCB-d$_4$.
above: 750MHz, room temp. probe, 110°C, 20,000 scans.
below: 600MHz, UltraCOOL probe, 150°C, 20,000 scans (19 h).
*750MHz data is kindly provided by Prof. Ute(Tokushima Univ.).
New Series of NMR Spectrometers JNM-ECZ

Kenichi Hachitani
JEOL RESONANCE Inc.

Introduction

New NMR spectroscopic methods continue to be developed for many different purposes, particularly for research. However, to achieve good results, the complex pulse sequences often require high precision RF control depending on the application or properties of the samples to be analyzed. At the same time, the demand for routine NMR measurements, for example in the fields of quality control and simple analysis, is remarkable, thus leading to requests for NMR to be a more ‘user-friendly’ technique.

Older, conventional NMR systems used analog technologies that would have led to relatively large instruments. However, the use of digital technologies has been advancing and this has enabled development of next-generation NMR systems with increased functionality, higher performance and greater expandability as well as providing improved general versatility.

In order to meet these demands and to anticipate future development of NMR measurements, JEOL RESONANCE Inc. has developed a new NMR system, the JNM-ECZ series (* Notice). Building on the experience of the JNM-ECAiI/ECXII/ECS series, the JNM-ECZ series uses fully integrated cutting-edge digital technologies. In this report, some of the hardware features of the JNM-ECZ spectrometers (ZETA) are introduced.

ECZ Series Spectrometers (NMR Spectrometer ZETA)

The ECZ series of spectrometers are equipped with Smart Transceiver System (STS), a new technology which achieves high-precision digital RF thus giving performance which greatly surpasses that of currently existing spectrometers. The basic design will enable the spectrometers to operate at ultrahigh frequencies exceeding 1.2 GHz. The high quality performance is complemented by the cutting-edge design in black.

The ECZ spectrometers are controlled by the built-in Spectrometer Control Computer (SCC), and the SCC is controlled by the host computer connected through an Ethernet link. The host computer provides the direct user interface, but the SCC can operate stand-alone. This prevents the danger of measurement omission should a communication problem occur between the SCC and the host computer. The SCC incorporates a large memory and hard disk, thus emphasizing the secure reliability of the pulse-programmed and measured data.

Two “Z” (ECZR/ECZS Series Spectrometers)

There are two spectrometers in the ECZ series. The spectrometers have customized features to meet different application needs.

ECZR series spectrometer (Fig. 1)

The high-end model ECZR spectrometer is configured primarily for a research-oriented workplace. With a highly flexible and expandable configuration to meet the demands of various NMR measurements, the ECZR is compact compared to currently available spectrometers, and achieves overwhelming performance.

ECZS series spectrometer (Fig. 2)

The entry model ECZS spectrometer has the same basic functions, performance and capability of the ECZR spectrometer. Furthermore, the ECZS spectrometer is even more compact than the ECZR spectrometer and offers good general versatility. The main console of the ECZS spectrometer is amazingly small, less than 1/2 that of the current ECS series spectrometer.
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Fig. 1 ECZR series spectrometer (JNM-ECZ500R).

Fig. 2 ECZS series spectrometer (JNM-ECZ400S).
STS (Smart Transceiver System)

The ECZ series spectrometers build on the highly successful system architecture of the ECAII/ECXII/ECS series spectrometers but are equipped with a highly advanced STS (Smart Transceiver System) developed using cutting-edge digital technologies. STS allows the construction of high-precision RF control with high-speed digital circuits mounted on a small logic device. Because of this, the ECZ series dramatically improves the digital functions and performance of the RF transmitter & receiver system. In addition, the ECZ series utilize a compact spectrometer that integrates the basic functions of the conventional NMR system into one board (Fig. 3).

Multi-sequencer control

Each DDS (Direct Digital Synthesizer) for the RF transmitter & receiver system is independently controlled at high speed by the respective slave sequencers. This independent control by the slave sequencers is comprehensively managed by the master sequencer. This mechanism allows for highly flexible control, thus allowing the creation of versatile pulse sequences. For example, the ECZR series spectrometer can control over 30 sequencers, that is, more than 3 times those of the ECAII series spectrometer. Thus, the ECZR series will be able to support many kinds of measurement methods that may be required in the future.

High-precision digital control

The time resolution for each of frequency modulation, phase modulation and intensity modulation, which are simultaneously and independently controlled as digital RF signals by the sequencers, is as small as 5 ns. This ultimate high time resolution allows for the control of a duration (modulation time width) of 5 ns (minimum). This corresponds to approximately 10 to 20 times improvement when compared to that offered by currently available spectrometers. Moreover as each characteristic is accurately controlled, the overall performance is also improved (Fig. 4). This improved digital-control performance further enhances the effectiveness of phase and intensity modulation pulses such as adiabatic pulse schemes (frequently used nowadays). Also in order to make measurements requiring ultra-high speed control, e.g. in recent solid-state NMR, the STS of the ECZ spectrometers provides high accuracy in controlling the gate signals and the external input & output trigger signals.
Digital RF control

In this system, conventional RF oscillation and transmission functions are highly integrated. The new RF system can output up to 4 different frequencies for each RF transmitter channel. In addition, an expansion of the variable frequency offset range allows the ECZ spectrometers to support complicated measurements such as simple triple resonance within the standard configuration. The RF detection system is equipped with a sequencer control function comparable to that of the RF oscillation system. This makes it possible for the ECZ series spectrometers to carry out dynamic modulations of frequency and phase with or without synchronism, thus implementing important cutting-edge solid state NMR methods which have recently been published. In addition, DOD (Digital Quadrature Detection) provides a way to reduce artifacts including QD (Quadrature Detection) image and the centre ‘spike’ at 0 Hz, therefore, the improved digital RF control of the ECZ spectrometers makes the analysis of NMR spectra clearer.

Analog RF control

In the RF transmitter & receiver system, a hybrid system that combines under-sampling with super-heterodyne and over-sampling with direct conversion is achieved using a high-speed D/A (Digital to Analog) converter operating at 800 Msp and high-speed A/D (Analog to Digital) converter operating at 100 Mps. This makes the transmission and receiving efficient depending on the RF signals and linked by an optimized filtering mechanism.

PFG control and Digital-lock control

STS is also used for both PFG (Pulse Field Gradient) and lock control, and provides digital high performance comparable to that of oscillation and detection of RF signals. In particular, the ECZ spectrometers allow for lock-control with higher precision and better flexibility provided by a lock-feedback mechanism based on digital control technologies. This digital-control design enables the ECZ spectrometers to provide magnetic-field correction according to the environment of the
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Frequency modulation (0 to 10 MHz)  
Phase modulation (0 to 180 degrees)  
Intensity modulation (0 to 100%)

Fig. 4 RF waveforms generated by modulation control.
instrument and samples. The ECZ spectrometers can also use the lock transmitter & receiver system in application measurements.

**Touch panel display (Head amplifier chassis)**

The head amplifier chassis displays functions related to the super conducting magnet (SCM) and the probe mounted in the SCM. On top of the head amplifier chassis, a large-screen (5") touch panel display is mounted, providing an intuitive multi-functional user interface. The spectrometer can display the RF reflection dip or a reflection value (bar display) during probe tuning, and the residual level of magnet cryogens can be displayed in real time (Fig. 5). This function improves visual usability as well as operability.

**Summary**

The new JNM-ECZ series of spectrometers has been developed with basic design concepts that supports excellent functionality, high performance, are highly expandable and offer high general versatility. Furthermore, the JNM-ECZ series has extremely high potential that supports flexible applications for the future development of NMR measurements. We expect that our innovative JNM-ECZ series will meet and exceed a wide range of demands in various scientific fields and to serve in cutting-edge research around the world as well as in general-purpose analyses.

* Notice
Instrument specifications are subject to change without notice.
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**Fig. 5** Touch panel-displays on the head amplifier chassis.

- Reflection dip display
- Reflection level (bar) display
- Current He level display